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PREFACE 
 

International Fracture Mechanics Summer Schools have been held from 1980 and 
have attracted a large number of well-known specialists and participants. Monographs 
published after every school have been the most effective references in fracture 
mechanics application for scientists and engineers in former Yugoslavia and Serbia and 
Montenegro. Previous schools have covered: 
1. Introduction to Fracture Mechanics and Fracture-Safe Design (1980) 
2. Modern Aspects of Design and Construction of Pressure Vessels and Penstocks (1982) 
3. Fracture Mechanics of Weldments (1984) 
4. Prospective of Fracture Mechanics Development and Application (1986) 
5. The Application of Fracture Mechanics to Life Estimation of Power Plant Compo-

nents (1989) 
6. Service Cracks in Pressure Vessels and Storage Tanks (1991) 
7. Experimental and Numerical Methods of Fracture Mechanics in Structural Integrity 

Assessment (1997) 
 
The Eighth International Fracture Mechanics Summer School was held in Belgrade, 

Serbia and Montenegro, from June 23 to 27, 2003, and was organized by the Society 
for Structural Integrity and Life (DIVK), GOŠA Institute, Faculty of Technology and 
Metallurgy (TMF), in cooperation with the Serbian Ministry of Science and Environ-
mental Protection, City Assembly of Belgrade, Military Technical Institute, and under 
the auspice of the European Structural Integrity Society – ESIS. Over 100 participants 
from 13 countries attended, and 25 presentations were given, while 27 participants took 
part in the satellite event that followed, the Workshop – New Trends in Fracture 
Mechanics Application. 

The summer school title “From Fracture Mechanics to Structural Integrity Assess-
ment” enabled to review developments and practical application of fracture mechanics. 
Lecturers have presented structural integrity problems in various stages as: design and 
material selection, manufacture and quality assurance, service, maintenance, and 
repair. These contributions were presented in 4 classified headings: 
A. Theoretical background 
B. Experiments and testing 
C. Service problems 
D. The assessment and extension of residual life 

The Society for Structural Integrity and Life (DIVK) was established in Belgrade 
(2001). DIVK members have mostly organized and participated in previous IFMASS. 
Success of previously organized schools and its importance motivated DIVK to 
continue with IFMASS 8 in 2003. On meetings held during the 14th European Confer-
ence on Fracture (ECF 14) in Cracow (2002), with the participation of Prof. L. Toth 
(Hungary), the chairman of ESIS Commission TC13: Education and Training, Prof. E. 
Gdoutos (Greece), Prof. D. Angelova (Bulgaria), and Prof. S. Sedmak  (Serbia), it was 
decided to organize IFMASS 8 for South-East European countries. 



Joint organization of IFMASS of South-East European countries, under the auspice 
of the European Structural Integrity Society (ESIS) could be considered as the first step 
in founding the regional Forum for Structural Integrity of South-East European coun-
tries. Recently, at the regional meeting, held in Belgrade, the cooperation in this region 
is strongly recommended by the governments and encouraged by European Union.  

It is concluded that the organization of IFMASS 8 has shown clear interest of the 
experts from the region in further development and research in structural integrity 
assessment. All participants wish to contribute in more close and extended cooperation 
between the experts in the region, with a need to find convenient form for exchange of 
results in achievements in fracture mechanics and structural integrity assessment 
through better links between the countries in the region, as well as with the European 
Structural Integrity Society (ESIS). 

The aim of the Forum for Structural Integrity shall be to put together individuals, 
institutions and countries, interested in cooperative actions for further development of 
structural integrity, based on scientific achievements and solutions of failures in service 
and requirements for equipment life extension. In this way the benefit for all parties 
involved in such an organization can be reached in the most convenient way. In 
addition, the formal organization can also help in proposing standards and codes of 
interest for the regional industry, regarding the safety and reliability of equipment, 
having in mind also the environmental protection. This kind of regional cooperation is 
broadly accepted and involved in Europe. 

 
We wish to acknowledge the financial support of the Serbian Ministry of Science 

and Environmental Protection, and through the National Project No.1793 (2002–2004): 
‘Fracture and Damage Mechanics’. 
 
Belgrade, June 2004 Stojan Sedmak and Zoran Radaković 
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PHYSICAL AND MATHEMATICAL ASPECTS OF 
FRACTURE MECHANICS 

Jovo P. Jarić, Faculty of Mathematics, Belgrade, Serbia and Montenegro (S&Mn) 
Aleksandar S. Sedmak, Faculty of Mechanical Engineering, Belgrade, S&Mn 

INTRODUCTION 

That cracks can and do appear in every type of structure is the raison d’être of fracture 
mechanics. What do we mean by “fracture mechanics”? Commonly with most research-
ers in the field, we define the term in the following way: fracture mechanics is an engineer-
ing discipline that quantifies the conditions under which a loaded body can fail due to the 
extension of a dominant crack contained in that body. This definition is obviously quite 
general in the sense that it underlies all structural analysis and materials science 
(Kanninen, [1]). No structural material is exempt from a defected condition, and if it 
could not fail because of existing defects, it would be pointless to analyze it in any other 
way. Consequently, each and every structural component is, or could be, a candidate for 
treatment by fracture mechanics. 

Before considering specific nonlinear and dynamic research areas that constitute 
advanced fracture mechanics, it may be useful to refer to a few significant application 
areas where fracture mechanics techniques beyond those of Linear Elastic Fracture 
Mechanics (LEFM) would appear to be required. The examples are applications to 
nuclear reactor power plant pressure vessels and piping. Probably not more susceptible to 
subcritical cracking and fracture than it is with other types of engineering structures, 
because of the catastrophic consequences of a failure, nuclear plant systems have been 
subjected to an unprecedented degree of scrutiny. Such scrutiny has explored many 
situations in which applications of LEFM (as conservatively permitted by code 
procedures) would indicate that failure should occur when in fact experience has 
demonstrated otherwise. Such observations have led to intense research, focused on the 
development of nonlinear (e.g., elastic-plastic) and dynamic fracture mechanics methods 
in order to obtain more realistic assessments of the risk of fracture in nuclear plant 
components. 

1. GRIFFITH’S THEORY 

Although fracture mechanics has been developed mainly in the last few decades, one 
of the basic equations were established already in 1921, by Griffith [2], [3]. He con-
sidered an infinite plate of unit thickness with a central transverse crack of length 2a. The 
plate is stressed to a stress σ and fixed at its ends (Fig. 1a). The load vs. displacement 
diagram is given in Fig.1b. 

The elastic energy contained in the plate is represented by the area OAB. If the crack 
extends over a length da, the stiffness of the plate will drop (line OC), which means that 
some load will be relaxed since the ends of the plate are fixed. Consequently, the elastic 
energy content will drop to a magnitude represented by area OCB. Crack propagation 
from a to a + da will result in an elastic energy release equal in magnitude to area OAC. 



If the plate were stressed at a higher stress there would be a larger energy release if the 
crack grew an amount da. Griffith stated that crack propagation will occur if the energy 
released upon crack growth is sufficient to provide all the energy that is required for crack 
growth. If the latter is not the case, the stress has to be raised. The triangle ODE 
represents the amount of energy available if the crack would grow. 

Griffith’s fundamental contributions [2] resolved the infinite crack-tip stress dilemma 
inherent in the use of the theory of elasticity for cracked structures. But simple estimates, 
as illustrated in Fig. 2, can be made for the strength of a crystalline solid based on its 
lattice properties. 

This results in a relation for the theoretical tensile strength that is not attained in 
actuality. Griffith’s work was primarily focused on resolving this dichotomy. 

 
Figure 1. a. Cracked plate with fixed ends; b. Elastic energy 

.  
Figure 2. Atomic model for theoretical strength calculations 

To approximate the interatomic force-separation law, the function should exhibit three 
properties: 
• an initial slope that corresponds to the elastic modulus E; 
• a total work of separation (i.e. area under the curve) that corresponds to the surface 

energy γ; and 
• a maximum value that represents the interatomic cohesive force. 

Because the exact form that is selected makes little difference, it is convenient to use a 
sine function. As can readily be verified, the appropriate relation is then 

( )
1/ 21/ 2

sinE Eb xx
b b
γσ

γ

⎡ ⎤⎛ ⎞⎛ ⎞ ⎛ ⎞⎢ ⎥= ⎜ ⎟⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎝ ⎠⎣ ⎦

 (1) 

where b represents the equilibrium interatomic spacing and x denotes the displacement 
from the equilibrium separation distance. It follows that the theoretical strength (the 
maximum value in this relation) is 

1/ 2

th
E
b
γσ ⎛ ⎞= ⎜ ⎟

⎝ ⎠
 (2) 
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For many materials γ ≅ Eb/40 so that σth ≅ E/6. But such a prediction is clearly much in 
excess of the observed strengths; a result that was explained by Griffith, who traced the 
discrepancy to the existence of crack-like flaws, by drawing upon the mathematical 
development of Inglis [4]. 

Figure 3 shows the results of Griffith’s series of experiments on glass fibres having 
different thickness. As the fibre thickness decreased, the breaking stress (load per unit 
area) increased. At the limit of large thickness, the strength is that of bulk glass. But of 
considerable interest is that the theoretical strength is approached at the opposite limit of 
vanishingly small thickness. This observation led Griffith to suppose that the apparent 
thickness effect was actually a crack size a. Figure 4 illustrates his observation. It is worth 
mentioning here that this “size effect” is responsible for the usefulness of materials like 
glass and graphite in fibre composites; that is, the inherent defects can be considerably 
reduced by using such materials in fibre form bound together by a resin. 

 

 

 
 

 

Figure 3. Results of Griffith’s 
experiments on glass fibres 

Figure 4. Atomic model with defect for 
fracture calculations 

The basic idea in the Griffith fracture theory is that there is a driving force for crack 
extension (that results from the release of potential energy in the body) along with an 
inherent resistance to crack growth. The resistance to crack growth, in glass at least, is 
associated with the necessity to supply surface energy for the newly formed crack 
surfaces. Griffith was able to formulate an energy balance approach according to [3]. This 
has led to a critical condition for fracture that can be written as an equality between the 
change in potential energy due to an increment of crack growth and the resistance to this 
growth. For an elastic-brittle material like glass, this is 

dW dU
dA dA

γ− =  (3) 

where W is the external work on the body and U its internal strain energy, γ is the surface 
energy, and A = 4Ba is the crack surface area for a crack in a body of thickness B. 

For a crack in an infinite body subjected to a remote tensile loading normal to the 
crack (the problem considered by Griffith), only the net change in elastic strain energy 
needs to be evaluated. Today, this is most conveniently accomplished by making use of a 
procedure developed by Bueckner [5]. He recognized that the strain energy due to a finite 
crack is equal to one-half of the work done by stresses (of equal magnitude but opposite in 
sign to the applied stress) acting on the crack faces. The crack face opening is then given 
by a Westergaard solution for plane stress [8]; and this is 
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( )1/ 22 22v a x
E
σ= −  (4) 

where σ is the applied stress and the origin of coordinates is taken at the centre of the 
crack (Fig. 1). Consequently, for an internal crack, work is done at four separate surface 
segments. As a result, it is readily shown by using Eq. (4) that 

( )
2 2

0

14
2

a a BW U B v x dx
E

π σσ− = =∫  (5) 

Equation (3) then gives  
1/ 22

f
E
a
γσ

π
⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (6) 

where σf  denotes the applied stress that would lead to fracture. 
While Eq. (6) was derived for constant applied stress conditions, the same result is 

also obtained for fixed displacement conditions. Following [6], if the crack is introduced 
after the load is applied with the grips then being fixed, the total strain energy of the body 
will be (in plane stress) 

2 21
2

aU V
E E

σ σπ= −
2

B  (7) 

where V is the volume of considered body. It can readily be seen that, because W = 0 
under fixed grip conditions, use of Eq. (3) with dA = 4Bda will again lead to Eq. (6). 

The influence of the local crack/structure geometry on the critical applied stress is 
obvious. For example, if plane strain conditions were taken into account, the E appearing in 
Eq. (6) would be replaced by E/(1–ν2). Further, as shown first by Sneddon [7], the axi-
symmetric case of a penny-shaped crack of radius a leads to an expression given by 

( )

1/ 2

222 1
f

E
a

π γσ
ν

⎛ ⎞
⎜ ⎟= ⎜ ⎟
⎜ ⎟−⎝ ⎠

 (8) 

which differs by a factor of (2/π)2 from the plane strain version of Eq. (6). So, the results for 
different conditions have the same form of equation and differ only in the value of the 
numerical factor that appears in them. Recognition of this later provided Irwin with the 
key in generalizing crack problems to fracture mechanics. 

Returning to Griffith’s work, the theoretical strength given by Eq. (2) can be 
combined with the fracture stress given by Eq. (6) to obtain a relation between the 
theoretical strength and the fracture stress in the presence of a crack. This is 

1/ 2
f

th

b
a

σ
σ

⎛ ⎞≅ ⎜ ⎟
⎝ ⎠

 (9) 

Substituting values for bulk glass leads to a value of an inherent crack size of about 
0.025 mm. Referring to Fig. 3, it can be seen that when the fibre thickness is reduced 
below this value (the fibres are flaw-free), the theoretical strength value is approached. 
This indicates that cracks are the source of the discrepancy between theoretical and 
observed strength and that quantitative predictions involving them can be made. 

 6 
 



2. THE STRESS INTENSITY FACTOR 

Irwin’s masterstroke was to provide a quantitative relation between the, sometimes 
mathematically awkward, strain energy release rate, being a global parameter, and the 
stress intensity factor, being a local crack-tip parameter. Irwin utilized the cracked body 
solutions of Westergaard [8]. Specifically, Irwin [9] needed two specific relations: for σy, 
the normal stress on the crack, and v, the opening displacement of the crack surfaces. In 
current notation, these can be written for either plane stress or plane strain by introducing 
the material parameter κ, defined in terms of Poisson’s ratio ν by 

3 , plane stress
1
3 4 , plane strain

ν
κ ν

ν

−⎧
⎪= +⎨
⎪ −⎩

 (10) 

Then, the normal stress ahead of the crack and the displacement on the crack surface 
are given for the Griffith problem by 

( )1/ 22 2
y

x

x a

σσ =
−

, x > a (11) 

( )( ) ( )1/ 22 2

1 1 2
E a x

k
ν σ

ν
= −

+ +
, x > a (12) 

where x is taken from an origin at the centre of the crack. More convenient relations that 
are valid very near the crack tip can be obtained by taking |x| << a, e.g.  

( ) 1/ 22y K x aσ π −= ⎡ − ⎤⎣ ⎦ , x > a (13) 

( )( ) 1/ 21 1
2

k a xv K
E

ν
π

+ + −⎛ ⎞= ⎜ ⎟
⎝ ⎠

, x > a (14) 

where K (in tribute to Kies, one of Irwin’s collaborators) is the stress intensity factor. K is 
a geometry-dependent quantity, that has the value aσ π  for infinite plate. 

Supposing that the crack has extended by ∆a, Irwin calculated the work required to 
close it back up to its original length. This amount of work can be equated to the product 
of the energy release rate and the crack extension increment. Thus, 

( ) ( )12
2

a a

y
a

G a x v x a dxσ
+∆

∆ = − ∆∫  (15) 

Or, by substituting Eqs. (13) and (14) into (15), Irwin obtained 

( )( )
2 21 1 1

4
K KG k
E E

ν= + + =
′

 (16) 

where E′ = E for plane stress and E′ = E/(l – ν 2) for plane strain. Equation (16) provides 
a replacement for the derivative with respect to crack length of the total strain energy. 

Initially, Eq. (16) was perceived only as a convenient means for evaluating G. This is 
the reason for the appearance of the factor π  in expressions for K. The parameter that 
characterizes the singular behaviour at a crack tip, using Eq. (11) is 

( ) ( )1/ 2lim 2 ,0yx a
x a xσ σ

→
⎡ − ⎤ =⎣ ⎦ a  (17) 

 7 
 



which does not include π. Thus, the awkward π , incorporated artificially into the 
definition of K to simplify the calculation of G, is completely unnecessary. 

Because the analysis problem was made tractable for practical problems by the use of 
Eq. (16), it can be said that fracture mechanics as an engineering discipline had its origins 
in the this procedure. By using complex variable methods, Sih, Paris and Erdogan [10], 
provided the first collection of stress intensity factors for fracture mechanics practical use. 
Sih, Paris and Irwin [11] also generalized Eq. (16) for an anisotropic material. 

2.1. Atomic simulation of fracture 

Fracture by rupture of the interatomic bonds can help to understand fracture toughness 
origins. Implicit in fracture analyses is the idea that atomic bonds must be ruptured to allow 
a crack to propagate (Fig. 4). The first quantitative treatment considered interatomic bond 
rupture, Elliott [12]. Using the linear elastic (continuum!) solution for a cracked body 
under uniform tension, Elliott evaluated the normal stress and displacement values along a 
line parallel to the crack plane (Fig. 5), but situated at a small distance b/2 into the body. 
He then plotted the stress at each position as a function of the displacement at that point. 
The shape of this function turns out to be consistent with interatomic force separation that 
obeys Hooke’s law for small separations, exhibits a maximum, and approaches to zero at 
large separations, Eq. (1). On the basis of this finding, Elliott formulated a model of two 
semi-infinite blocks that attract each other with interatomic forces, Fig. 5. 

 
Figure 5. Pseudo-atomic model for fracture mechanics calculations 

In this model the distance b between the blocks is taken as the equilibrium interatomic 
separation distance, and the area under the force-separation curve is set equal to the 
surface energy γ. The final step is to equate the maximum stress to the critical rupture 
stress for the material. This gives a relation written in a form like that of Griffith. For 
plane strain and ν = 0.25, this is 

1/ 28
7f

E
a
γσ ⎛ ⎞= ⎜ ⎟

⎝ ⎠
 (18) 

which can be compared with Eq. (6). It can be seen that, apart from a difference in the 
numerical constants of only about 1%, these results are identical. Because the approach is 
based on linear elastic continuum theory (as Elliott recognized), such a result might be 
regarded as fortuitous. Cribb and Tomkins [13] performed a more direct analysis of the 
interatomic cohesive forces at the crack tip in a perfectly brittle solid, although finding a 
result in agreement with Elliott’s. 

Elliott was concerned also with another aspect of the problem, one that troubles all 
atomistic and energy balance approaches. Because there is only one point of equilibrium, 
the crack should close up at all applied stress values that are less than the critical value! 
Consequently, some physical activity not present in the model (e.g., a missing layer of 
atoms, gas pressure, and a non-adhering inclusion) must be postulated to assure the 
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existence of the crack, prior to fracture instability. Elliott argued that such a deus ex 
machina would be compatible with his approach. Subsequent researchers simply took the 
initial displacements of the atoms on the crack plane to be beyond the separation distance 
corresponding to the maximum cohesive force. 

Improvements on continuum-based analyses of discrete atomic-scale events were 
forthcoming only with the advent of large-scale numerical computation. The first of these 
may have been that of Goodier and Kanninen [14]; they in effect extended Elliott’s model 
considering two linear elastic semi-infinite solids connected by an array of discrete 
nonlinear springs spaced a distance b – interatomic separation distance. The crack-tip 
region in this model is shown in Fig. 6, in which four different analytical forms are 
selected to represent the interatomic force separation law. In each of these, the initial 
slope corresponded to the elastic modulus E, with the area under the curve representing 
the work of separation, equated to the surface energy γ, Eq. (1). For any of these “laws”, 
the solution for the resulting mixed nonlinear boundary condition problem was obtained 
numerically by monotonically loading the body (with a finite length 2a over which the 
atoms were already supposed to be out-of-range of their counterparts) until the maximum 
cohesive strength was achieved. Computations performed for a range of crack lengths led 
to a relation for the fracture stress that can be written as 

1/ 2

f
E
a
γσ α ⎛ ⎞= ⎜ ⎟

⎝ ⎠
 (19) 

where α is a number having the order of unity. Similarity with Eqs. (6) and (18) is clear. 
An obvious shortcoming in the model of Goodier and Kanninen is the limitation to the 

atomic pairs bridging the crack plane. As later shown by Rice [15], the application of the 
J–integral to such a problem results in G = 2γ, regardless of the force law that is used; the 
difference found for the various choices simply reflects the model discreteness, not the 
nonlinearity. Recognizing this, Gehlen and Kanninen [16] extended the Goodier-Kanni-
nen treatments by considering the crystal structure at the crack tip. Equilibrium atomic 
configurations at the tip of a crack in alpha-iron, a body-centred-cubic structure for which 
interatomic potentials are well known, were determined for different load levels. But, 
owing to the limited sizes of the model that they were able to employ, the crack growth 
condition had to be deduced in an artificial way. This work nevertheless also produced a 
relation of the type given by Eq. (19), again with a constant approximately equal to unity. 

Since the number of “free” atoms that Kanninen and Gehlen could admit into their 
computation was small (about 30), the atomic positions were highly constrained by the 
linear elastic continuum displacement field in the vicinity of the crack tip. Consequently, 
the coincidence between their result and that of Griffith is not surprising. This effort was 
valuable in that the fundamental process responsible for cleavage crack extension was, for 
the first time, confronted in a realistic way, and no artificial postulates were required to 
support it. In addition, such a model allows the process of dislocation nucleation, the 
origin of crack-tip plasticity, to occur naturally. Consequently, it should be possible to 
delineate the mechanical properties of a material that dictate whether brittle or ductile 
fracture will occur. Larger models, Gehlen et al. [16], with less rigid constraints in the 
boundary of the computational model were used, and did indeed permit bond rupture to 
be possible (Fig. 7), with the origins of dislocation nucleation. 

Weiner and Pear [17] first addressed to rapidly propagating cracks in atomic fracture 
simulation. The development that has much in common with the finite element method is 
reflected by Ashhurst and Hoover [18]. The calculations of Markworth et al. [19] were 
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based upon body-centred-cubic iron. Reliable interatomic force-separation laws are 
available for this system and for its interactions with hydrogen and helium atoms. A 
typical computation is performed by inserting a hydrogen (or helium) atom into the lattice 
ahead of the crack tip. In contrast to their earlier result, the computation that was carried 
out shows that the presence of the hydrogen atom causes severe local distortion of the 
iron crystal, and a relatively small applied stress can bring about a unit of crack advance 
by bond rupture. In this sense, the iron crystal was indeed “embrittled” by hydrogen. 
While such a result is intuitively reasonable and probably to be expected, quantitative 
results can be obtained only through computations such as these. 

  
Figure 6. Crack tip in a pseudo-atomic 

fracture model 
Figure 7. Lattice model of a crack tip in bcc iron 

showing crack extension 

While results such as those of Markworth et al. are encouraging, the prospects for 
further progress in atomistic simulation of fracture are daunting. The most serious barrier 
would seem to be the paucity of reliable multi-body interatomic force-separation laws 
(for the alike as well as for unlike atoms) that can account for temperature effects. Work 
on the atomic scale will always be handicapped by computer limitations. Compounding 
this constraint is the ultimate necessity to treat corrosion fatigue that involves low-level, 
but repeated loadings. 

2.2. Simple crack-tip plasticity models 

The first quantitative accounting for the effect of the plastic zone at the crack tip 
seems to be that suggested by Irwin, Kies, and Smith [20]. On the basis that a plastically 
deformed region cannot support the same level of stress that it could, if yielding did not 
intervene, they argued that a cracked body is somewhat weaker than a completely elastic 
analysis would suggest. To account for this within the framework of linear elasticity, they 
supposed that the effect would be the same as if the crack length were slightly enlarged. 
Thus, a plasticity-modified stress intensity factor for a crack in an infinite medium can be 
written as 

( )yK aσ π= + r  (20) 

where ry is supposed to be the measure of plastic zone size, e.g. the radius of a circular 
zone. 

Estimates of ry can be obtained in a variety of ways. Perhaps the simplest is to take 2ry 
as the point on the crack line where σy = σY (yield stress). Using Eq. (13) this simple 
argument gives 

 10 
 



2 2

2 2, plane stress, , plane strain
2 6

      y
Y Y

K Kr
πσ πσ

⎧⎪= ⎨
⎪⎩

 (21) 

The distinction arises because σY is taken as the uniaxial tensile yield stress for plane 
stress while for plane strain it is appropriate to use 3 σY as the parameter governing the 
plastic zone size. Thus, ry, is a factor 3 smaller in plane strain than in plane stress. 
Combining Eqs. (20) and (21) gives (for plane stress) 

1/ 22

2
11
2 Y

K a σσ π
σ

⎛ ⎞
= −⎜ ⎟⎜ ⎟

⎝ ⎠
 (22) 

From Eq. (22) it can be seen that this approximate plastic zone correction will be negli-
gible when σ <<σY , but K will increase to about 40% at applied stresses that are of yield 
stress magnitude. In plane strain, the correction is generally less than 10%. 

Through the use of Eqs. (16), Eq. (22) can be written in terms of the energy release 
rate. For plane stress conditions, and assuming that σ <<σY , this relation is 

22 11
2 Y

aG
E

πσ σ
σ

⎡ ⎤⎛ ⎞⎢ ⎥= + ⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

 (23) 

which is a form once in common use for a plasticity-corrected crack driving force. It will 
be used here for comparison with the results obtained by COD approach. 

2.3. Origin of the COD approach 

At about the same time as Irwin and his associates were developing the plasticity 
enhanced stress intensity factor to broaden the applicability of the linear elastic approach, 
Wells [21] advanced an alternative concept in the hope that it would apply even beyond 
general yielding conditions. This concept employs the crack opening displacement (COD) 
as the parameter governing crack extension. Wells evaluated this parameter using Irwin’s 
plastic zone estimate and the equations for a central crack in an infinite elastic body, by 
substituting Eq. (21) into Eq. (14) to obtain δ = 2v(ry) gives 

2

Y

K
E

δ α
σ

=  (24) 

Here, α is a numerical factor that in Wells work was equal to 4/π. Wells recognized 
that the factor 4/π is inconsistent with an energy balance approach (which would require a 
factor of unity) and subsequently adopted α = 1. Other investigators later found other 
values of α to be appropriate. Regardless, Eq. (24) shows that the COD approach is 
entirely consistent with LEFM, where the latter applies. From Eq. (21) and (24) follows  

2y
Y

r
e

δ
π

=  (25) 

where eY = σY/E is the uniaxial yield strain. Then, it can be shown that 
1/ 22

2 1
2

Y

Ye a
σδ

π σ
⎡ ⎤⎛ ⎞= −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

 (26) 
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which Wells felt would be acceptable up to 0.8Yσ
σ

= . In the next step, Wells converted 

Eq. (26) to general yielding conditions, arguing that it is appropriate to assume, although 
it is not thereby proven, that the crack opening displacement δ will be directly propor-
tional to overall tensile strain e after general yield has been reached. 

By assuming that ry/a = e/eY , Wells’s intuitive argument led to 

2 Y Y

e
e a e
δ

π
=  (27) 

which is an approximate post-yield fracture criterion and the basis for the COD method. 
While elastic-plastic analyses to determine the plastic region at a crack tip were 

available, an explicit relation was needed for δ in order to advance the COD concept. This 
was provided in a key paper published in 1960 by Dugdale [22] in which he developed a 
closed-form solution applicable for plane stress conditions. Using methods of the 
complex variable theory of elasticity, developed by Muskhelishvili [23], Dugdale [22] 
supposed that for a thin sheet, loaded in tension, the yielding will be confined to a narrow 
band lying along the crack line. Mathematically, this idea is identical to placing internal 
stresses on the portions of the (mathematical) crack faces near its tips; the physical crack 
being the remaining stress-free length. 

 
Figure 8. a. The Dugdale model 

b. Dugdale’s results for the plastic zone size and compared with analysis 

The magnitude of the internal stresses in Dugdale's model are taken to be equal to the 
yield stress of the material. In order to determine the length over which they act, Dugdale 
postulated that the stress singularity must be abolished. For a crack of length 2a in an 
infinite medium under uniform tension σ, led Dugdale to the relation 

cos
2 Y

a
c

π σ
σ

⎛ ⎞
= ⎜ ⎟

⎝ ⎠
 (28) 

Here, c = a + d, where d (Fig. 8a) denotes the length of the plastic zone at each crack 
tip. This can also be written as 

2
22 sin

4 8Y Y

Kd a π σ π
σ σ

⎛ ⎞ ⎛
= ≅⎜ ⎟ ⎜

⎝ ⎠ ⎝

⎞
⎟
⎠

 (29) 
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where the approximation is valid for small-scale yielding conditions. This can be compar-
ed with the expression for ry, given by Eq. 21. Mathematical similarities between this 
approach and that of Barenblatt [20] led to the name “Barenblatt–Dugdale” crack theory. 

Dugdale obtained experimental results that could be compared with the plastic zone 
size of Eq. (29) by etching steel sheets, having both internal and edge slits (Fig. 8b). 

3. LINEAR ELASTIC FRACTURE MECHANICS 

The objective is to sufficiently set theory, principles, and concepts of LEFM. An 
important goal is also to identify those principles and concepts of LEFM that can be 
extended or generalized to nonlinear fracture mechanics. 

3.1. Stress and displacement fields in the vicinity of a crack tip 

The equations governing the linearized theory of elasticity are presented in the follow-
ing commonly used notation: 
• position vector: x (coordinates xi) 
• displacement vector: u (coordinates ui) 
• small strain tensor: ε (coordinates εij) 
• stress tensor: σ (coordinates σij) 
• mass density: ρ. 

We consider a body B occupying a regular region V in space, which may be bounded 
or unbounded, with interior V, closure V  and boundary S. The system of equations 
governing the motion of a homogeneous, isotropic, linearly elastic body consists of the 
stress equations of motion, Hooke’s law and the strain-displacement relations: 

,ij j i if uσ ρ ρ+ =  (30) 

2ij kk ij ijσ λε δ µε= +  (31) 

( ), ,
1
2ij i j j iu uε = +  (32) 

respectively. Here and further we adopt the Einstein’s summation convention over two 
repeated indices. 

If the strain-displacement relations are substituted into Hooke’s law and the expres-
sions for the stresses are subsequently substituted in the stress-equations of motion, we 
obtain the displacement from equations of motion 

( ), ,i jj j ji i iu u f uµ λ µ ρ ρ+ + + =  (33) 
Equations (30)–(33) must be satisfied at every interior point of the undeformed body 

B, i.e. in the domain V. In general, we require 

( ) ( ) ( )2 1,iu x t C V T C T∈ × ∩ ∇ ×  (34) 

( ) (,i )f x t C V T∈ ×  (35) 
where T is an arbitrary interval of time. 

On the surface S of the undeformed body, boundary conditions must be prescribed. 
The following boundary conditions are most common: 
• Displacement boundary conditions: three components ui are prescribed on the boundary. 
• Traction boundary conditions: three components ti are prescribed on the boundary with 

unit normal n. Through Cauchy’s formula 

 13 
 



( ) ji jn it nσ=  (36) 
this case actually corresponds to conditions on three components of the stress tensor. 

• Displacement boundary conditions on part S1 of the boundary and traction boundary 
conditions on the remaining part S – S1. 

To complete the problem statement we define initial conditions; in V we have at time 
t = 0: ( ) ( ) ( ) ( ),0 , ,0  i i i iu x u x u x v x= = . 

Mathematical difficulties in solving general equations of elasticity call for the solu-
tions for, more or less, wide classes of special cases. Such are, for example, the class of 
one-dimensional problems and plane elasticity problems, which incorporate two practi-
cally important cases: 
• the deformation of a long cylinder by forces, the same in all planes, applied to its lateral 

surface and lying in planes perpendicular to the generatrices of the cylinder; 
• the deformation of a plate by force lying in its plane and applied to its perimeter. 
3.1.1. One-dimensional problems 

If the body forces and the components of the stress tensor depend on one spatial 
variable, say x1, the stress-equations of motion reduce to 

1,1i i if uσ ρ ρ+ =  (37) 
Three separate cases can be considered. 

Longitudinal strain. Only the longitudinal displacement u1(x1, t) does not vanish. The 

one strain component is 1
11

1

u
x

ε ∂=
∂

. By employing 

2ij kk ij ijσ λε δ µε= +  (38) 
the components of the stress tensor are obtained as 

( )11 1,12 uσ λ µ= + ,  22 33 1,1uσ σ λ= = (39) 
and the equation of motion is 

( ) 1,11 1 12 u fλ uµ ρ ρ+ + =  (40) 
Longitudinal stress. The longitudinal normal stress σ11, which is a function of x1 and t 

only, is the one non-vanishing stress component. Equating the transverse normal stresses 
σ22 and σ33 to zero, we obtain the following relations 

( )22 33 112
vλε ε ε

λ µ
= = − = −

+
 (41) 

where ν is Poisson’s ratio. Subsequent substitution of these results in the expression for 
σ11 yields 

11 11Eσ ε=  (42) 
where constant E is Young’s modulus 

( )3 2
E

µ λ µ
λ µ

+
=

+
 (43) 

The equation of motion follows by substitution of (42) in (37). 
Shear. In this case the displacement is in a plane normal to the x1 – axis, 

( ) ( )1 3 12 , ,u x t u x t= +u j k   
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The stresses are 

21 2,1uσ µ= , 31 3,1uσ µ=   
Clearly, the equations of motion reduce to uncoupled wave equations for u2 and u3, 

respectively. 
3.1.2. Two-dimensional problems 

In two-dimensional problems the body forces and the components of the stress tensor 
are independent of one of the coordinates, say x3. The stress equations of motion can be 
derived from 

, 1ij j 1f uσ ρ ρ+ =  (44) 

by setting 
3

0
x
∂ ≡

∂
. The system of equations will split up into two uncoupled systems: 

3 , 3 3f uβ βσ ρ ρ+ =  (45) 
and 

, f uαβ β α ασ ρ ρ+ =  (46) 
Greek indices can assume values 1 and 2 only. 

3.1.3. Antiplane shear 
Deformation described by displacement distribution u3(x1,x2,t) is called antiplane shear 

deformation. The corresponding stress components follow from Hooke’s law as 

3 3u ,β βσ µ=  (47) 
Eliminating σ3β from Eqs. (45) and (47) we find that u3(x1,x2,t) is governed by the scalar 
wave equation 

3, 3 3u fββ uµ ρ ρ+ =  (48) 

3.1.4. In-plane shear 
Two separate cases are described by Eq. (46). 
Plane strain. In plane strain deformation all field variables are independent of x3 and the 

displacement in the x3–direction vanishes identically. Hooke’s law then yields the follow-
ing relations: 

( ), ,u uα ,β γ γ αβ α β β ασ λ δ µ= + +  (49) 

33 ,uγ γσ λ=  (50) 
where Greek indices can assume the values 1 and 2 only. 

Elimination of σαβ from (46) and (49) leads to 
( ), ,u u fα ,uββ β βα α γ γµ λ µ ρ ρ+ + + =  (51) 

Plane stress. A two-dimensional stress field is called plane stress if σ33, σ23 and σ13 are 
identically zero. From Hooke’s law it follows that ε33 is related to ε11 + ε22 by 

33 ,2
uγ γ

λε
λ µ

= −
+

 (52) 

Substitution of (52) into the expression for σαβ  yields 
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( ), ,
2

2
u u uα ,β γ γ αβ α β β α

µλσ δ µ
λ µ

= +
+

+  (53) 

Substituting (53) into (46), we obtain the displacement equations of motion. As far as 
the governing are concerned, the difference between plane strain and plane stress is 
merely a matter of different constant coefficients. It should be noted that Eq. (52) implies 
a linear dependence of u3 on the coordinate x3. 

3.2. Linear elastic crack-tip fields 

Except for brittle materials, any loading of a cracked body is accompanied by inelastic 
deformation in the vicinity of the crack tip due to stress concentrations. The elastic 
analysis of a real cracked body must depend on the inelastic deformation region, being 
small compared to the crack size and which is included in the concept of linear elastic 
fracture mechanics (LEFM). 

Essential LEFM concepts are demonstrated for plane elasticity problems. Let the crack 
plane lie in the x1x3–plane and take the crack front to be parallel to the x3–axis. For plane 
problems the stress and displacement fields are functions of x1 and x2 only. The deforma-
tions due to the three primary loading modes are illustrated in Fig. 9. Mode I is the 
opening or tensile mode where the crack faces symmetrically with respect to the x1x2–and 
x1x3–planes. In Mode II, the sliding or in-plane shearing mode, the crack faces slide 
relative to each other symmetrically about the x1x2–plane, but anti-symmetrically with 
respect to the x1x3–plane. In the tearing or antiplane mode, Mode III, the crack faces also 
slide relative to each other but anti-symmetrically with respect to the x1x2 and x1x3–planes. 
In dislocation theory these three modes correspond, respectively, to wedge, edge, and 
screw dislocations. 

 
Figure 9. Basic loading modes for a cracked body: a. opening (I); b. sliding (II); c. tearing (III) 

These fields govern the fracture process occurring at the crack tip, and the crack-tip 
fields are developed for the three modes of loading in a homogeneous, isotropic, linear 
elastic material. 
3.2.1. The antiplane problem 

Because of its relative simplicity, the antiplane Mode III problem, wherein u1 ≡ u2 and 
u3 = u3(x1,x2), is considered first. Equation (32) yields the following non-zero strain 
components 

3 3
1
2

uα αε = ,  (54) 

Therefore, according to Eq. (47) and (54) the nontrivial stress components are 

3 32α ασ µε=  (55) 
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Finally, the only relevant equation of equilibrium in the absence of body forces is 

3 , 0α ασ =  (56) 
Equations (54)–(56) can be combined to yield Laplace’s equation 

2
3, 3 0u uαα = ∇ =  (57) 

where 
2 2

2
2
1 2

2x x
∂ ∂∇ = +
∂ ∂

 is the two-dimensional Laplacian operator. 

Equation (58) and other planar elasticity problems can be solved by complex variable 
method. The complex variable z is defined by z = x1 + ix2 or, in polar coordinates z = reiθ, 
where i = 1− . The overbar is used to denote the complex conjugate; e.g. z = x1 – ix2 = 
re-iθ. It follows that 

( ) ( )1 22 2
      z z z zx z x z+ −= ℜ = = ℑ =  (58) 

where ℜ is the real and ℑ the imaginary part. By chain rule differentiation is 

1 2
2 i

z x x
∂ ∂ ∂= −
∂ ∂ ∂

,  
1 2

2 i
z x x
∂ ∂ ∂= +
∂ ∂ ∂

 (59) 

2 2 2
2

2 2
1 2

4
z z x x
∂ ∂ ∂= + = ∇

∂ ∂ ∂ ∂
 (60) 

Let f(z) be a holomorphic function of the complex variable z, which can be written as 
( ) ( ) ( )1 2 1 2, ,f z u x x iv x x= +  (61) 

where u and v are real functions of x1 and x2. It is possible to write 

( )

( )
1 1

2 2

,f f z f z
x z x
f f z if z
x z x

∂ ∂ ∂ ′= =
∂ ∂ ∂
∂ ∂ ∂ ′= =
∂ ∂ ∂

 (62) 

where the prime is used to denote a differentiation with respect to the argument of the 
function: 

( )
1 2

f ff z i
x x

∂ ∂′ = = −
∂ ∂

  

whence upon the substitution of Eq. (62) yields 

1 1 2

u v ui i
2

v
x x x x

∂ ∂ ∂ ∂+ = −
∂ ∂ ∂ ∂

.  

Equating real and imaginary parts we obtain the Cauchy-Riemann equations 

1 2

u v
x x

∂ ∂=
∂ ∂

,  
1 2

v u
x x

∂ ∂= −
∂ ∂

  

which may be combined to yield 
2 2 0u v∇ = ∇ =   

Thus, the real and imaginary parts of any holomorphic function are solutions to 
Laplace's equation. 
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Therefore, the solution of Eq. (57) can be written as 

( ) ( )3
1u f z f z
µ

= ⎡ + ⎤⎣ ⎦  (63) 

where ( )f z  = u(x1,x2) – iv(x1,x2) is the complex conjugate of f(z). Introducing Eq. (63) 
into Eq. (54) and employing Eq. (62) we find that 

( ) ( ) ( ) ( )31 32
1 1,

2 2
   f z f z f z f zε ε

µ µ
′ ′ ′ ′⎡ ⎤ ⎡= + = − ⎤⎣ ⎦ ⎣ ⎦

z

 (64) 

Combining Eq. (55) and (64) one can write 
( )31 32 2i fσ σ ′− =  (65) 

Let the origin of the x1, x2, x3 coordinate system be located at the tip of a crack, lying 
along the negative x1–axis as shown in Fig. 10. Attention is focused upon a small region 
D containing the crack tip and no other singularities. The dominant character of the stress 
and displacement fields in D is sought. Consider the holomorphic function 

( ) 1f z Czλ+= , C = A + iB (66) 

where A, B and λ are real constants. For finite displacements at the crack tip (|z| = r = 0), 
λ > –1.  

The substitution of Eq. (66) into Eq. (65) yields 

( ) ( ) ( )(31 32 2 1 2 1 cos sini Cz r A iB iλ λσ σ λ λ λθ λθ− = + = + + + )
)

=

, whence 

( ) ( ) ( ) (31 322 1 cos sin , 2 1 cos sin  r A B r A Bλ λσ λ λθ λθ σ λ λθ λθ= + − = − + +  (67) 

The boundary condition of traction free crack surfaces produces σ32 = 0 on θ = ±π, so  
sin cos 0, sin cos 0  A B A Bλπ λπ λπ λπ+ =  
To avoid the trivial solution, the determinant of coefficients must vanish. This leads to 

sin 2 0λπ = , which for λ > 1 has the roots 1
2

λ = − , for n/2, n = 0, 1, 2,... 

Of the infinite set of functions of the form of Eq. (66) that yield traction free crack sur-

faces within D, the function with 1
2

λ = −  for which A = 0 provides the most significant 

contribution to the crack-tip fields. For this case Eq. (67) and (63) become, respectively, 

( )
( )

( )
31

1/ 2
32

sin / 2

cos / 22
IIIK

r

θσ
σ θπ

⎧ ⎫−⎧ ⎫ ⎪ ⎪=⎨ ⎬ ⎨ ⎬
⎪ ⎪⎩ ⎭ ⎩ ⎭

 (68) 

( )
1/ 2

3
2 sin / 2

2
IIIK ru θ

µ π
⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (69) 

where B has been chosen such that 

( ){ }1/ 2
32 00

lim 2III r
K r θπ σ =→

 (70) 

The quantity KIII is referred to as the Mode III stress intensity factor, which is 
established by the far field boundary conditions and is a function of the applied loading 
and cracked body geometry. Whereas, the stresses associated with the other values of λ 
are finite at the crack tip, the stress components of Eq. (68) have an inverse square root 
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singularity at the crack tip. It is clear that the latter components will dominate as the crack 
tip is approached. In this sense Eq. (68) and (69) represent the asymptotic forms of the 
elastic stress and displacement fields. 

  
Figure 10. Crack tip region and coordinate 

system 
Figure 11. Basis of linear elastic fracture 

mechanics  

3.2.2. The plane problem 
Before discussing methods for determining the stress intensity factor and its role in 

LEFM, the asymptotic fields for the plane strain problem, wherein u1 = u1(x1,x2), u2 = 
u2(x1,x2), and u3 = 0, will be developed. According to Eq. (32) the strain components ε31 
will vanish. It follows from Eq. (31) that σ3α = 0 and 

( )1
Eαβ αβ αβ γγ

νε σ νδ+= − σ  (71) 

where σαβ = σαβ(x1,x2). In the absence of body forces, equilibrium equations Eq. (30), 
reduce to 

, 0αβ ασ =  (72) 
and the nontrivial compatibility equation eijkepqrεjq,kr = 0 becomes 

, , 0αβ αβ αα ββε ε− =  (73) 
The equilibrium equations will be identically satisfied if the stress components are 

expressed in terms of the Airy's stress function, Ψ = Ψ(x1,x2), such that 

, ,αβ αβ γγ αβσ δ= −Ψ + Ψ  (74) 
After the introduction of Eq. (74) into Eq. (71) the compatibility equation requires that 

the Airy function satisfies the biharmonic equation 

( )2 2
, 0ααββΨ = ∇ ∇ Ψ =  (75) 

Noting that ∇2Ψ satisfies Laplace’s equation, one can write, analogous to the antiplane 
problem, that 

( ) ( )
2

2 4 f z f z
z z

∂ Ψ∇ Ψ = = +
∂ ∂

 (76) 

where f(z) is a holomorphic function. Eq. (76) can be integrated to yield the real function 

( ) ( ) ( ) ( )1
2

z z z z z zω ω⎡ ⎤Ψ = Ω + Ω + +⎣ ⎦  (77) 

where f(z) and ω(z) are holomorphic functions. 
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The substitution of Eq. (77) into Eq. (74) permits writing 

( ) ( )
2

11 224 2 z z
z z

σ σ∂ Ψ ⎡ ⎤′ ′ ′= + = Ω + Ω Ω⎣ ⎦∂ ∂
 (78) 

( ) ( )
2

22 11 1224 2 2i z z
z

σ σ σ ω∂ Ψ ′′ ′′⎡ ⎤= − − = Ω +⎣ ⎦∂
z  (79) 

( ) ( ) ( ) ( )22 12i z z z zσ σ ω′ ′ ′′ ′′− = Ω + Ω + Ω + z  (80) 
Let  

1 2D u iu= +  (81) 
define the complex displacement. Consequently, 

11 22 122 2D i
z

ε ε ε∂ = − +
∂

 (82) 

11 22
D D
z z

ε ε∂ ∂+ = +
∂ ∂

 (83) 

The introduction of the stress-strain relation, Eq. (71), into the preceding equations 
and the employment of Eqs. (78)–(80) provide 

( )2 D z z
z

µ ω∂ ′′ ′′⎡ ⎤= − Ω +⎣ ⎦∂
 (84) 

( )2 2
1 2

D D z
z z

µ
ν
⎛ ⎞∂ ∂ ′ ′⎡ ⎤+ = Ω + Ω⎜ ⎟ ⎣ ⎦− ∂ ∂⎝ ⎠

 (85) 

Integrating Eq. (84) and (85) we obtain relation for rigid body complex displacement  
( ) ( )2 D z z zµ κ ω′ ′= Ω − Ω −  (86) 

3 4κ ν= −  (87) 
This complex variable formulation is also valid for generalized plane stress, if 

3
1

νκ
ν

−=
+

 (88) 

To examine the character of the Mode I stress and displacement fields, the coordinate 
system origin is positioned at the crack tip. Due to symmetry with respect to the crack 
plane, the solution of the form  

1 1  Az Bλ λω+ +′Ω = = z  (89) 
where A, B, and λ are real constants, is chosen. For non-singular displacements at the 
crack tip, λ > –1. The introduction of Eq. (89) into Eq. (80) yields 

( )
( )

( )22 12
2cos cos 2 cos

1
sin 2 sin

A B
i r

i A B
λ λθ λ λ θ λθ

σ σ λ
λ λ θ λθ

⎧ ⎫⎡ + − ⎤ + −⎪ ⎣ ⎦− = + ⎪
⎨ ⎬

− ⎡ − + ⎤⎪ ⎪⎣ ⎦⎩ ⎭
 (90) 

which must vanish for θ = ±π. Consequently, 
( )2 cos cos 0 sin sin    A B A Bλ λπ λπ λ λπ λπ+ + = + 0=  

for which a nontrivial solution exists if  sin2λπ = 0, or, equivalently, 
1
2

λ = − , for n/2, n = 0, 1, 2,... 
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The dominant contribution to the crack-tip stress and displacement fields occurs for 
1
2

λ = − , for which A = 2B. As in the antiplane problem, an inverse square root stress 

field singularity exists at the crack tip. Substituting Eq. (89) with A = 2B and 1
2

λ = −  into 

Eq. (78), (86) and (90), it is  

( )
( )

( ) ( )
( ) ( )

( ) ( )

11

12 1/ 2

13

1 sin / 2 sin 3 / 2

cos / 2 sin / 2 cos 3 / 2
2

1 sin / 2 sin 3 / 2

IK

r

θ θσ
σ θ θ

πσ θ θ
θ

⎧ − ⎫⎧ ⎫
⎪ ⎪⎪ ⎪ =⎨ ⎬ ⎨

⎪ ⎪ ⎪ +⎩ ⎭ ⎩ ⎭

⎬
⎪

 (91) 

( )

( ) ( )

( ) ( )

2
1

1/ 2 22

cos / 2 1 2sin / 2

sin / 2 1 2cos / 22
2

Iu K
u r

θ κ θ

θ κ θµ
π

⎧ ⎫⎡ ⎤− +⎧ ⎫ ⎪ ⎣ ⎦=⎨ ⎬ ⎨ ⎬
⎡ ⎤⎩ ⎭ ⎛ ⎞ + −

⎪

⎪ ⎪⎣ ⎦⎩ ⎭⎜ ⎟
⎝ ⎠

 (92) 

The Mode I stress intensity factor KI is defined by 

( ){ }1/ 2
22 00

lim 2I r
K r θπ σ =→

=  (93) 

When this is repeated with A and B being pure imaginary, the Mode II fields 

( )

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

11

12 1/ 2

13

sin / 2 2 cos / 2 cos 3 / 2

cos / 2 1 sin / 2 sin 3 / 2
2

sin / 2 cos / 2 cos 3 / 2

IIK

r

θ θ θσ
σ θ θ

πσ θ θ θ

θ

⎧ ⎫− ⎡ + ⎤⎣ ⎦⎧ ⎫ ⎪ ⎪⎪ ⎪ ⎪= ⎡ − ⎤⎨ ⎬ ⎨ ⎣ ⎦
⎪ ⎪ ⎪
⎩ ⎭

⎪
⎬
⎪

⎪ ⎪⎩ ⎭

 (94) 

( )

( ) ( )

( ) ( )

2
1

1/ 2 22

sin / 2 1 2sin / 2

cos / 2 1 2cos / 22
2

IIu K
u r

θ κ θ

θ κ θµ
π

⎧ ⎫⎡ ⎤+ +⎧ ⎫ ⎪ ⎣ ⎦=⎨ ⎬ ⎨ ⎬
⎡ ⎤⎩ ⎭ ⎛ ⎞ − − −⎪ ⎪⎣ ⎦⎩ ⎭⎜ ⎟

⎝ ⎠

⎪  (95) 

are obtained, where 

( ){ }1/ 2
12 00

lim 2II r
K r θπ σ =→

=  (96) 

is the Mode II stress intensity factor for plane strain σ33 = ν(σ11+σ22) whereas σ33 = 0 for 
plane stress. 
3.2.3. Fracture criterion 

It bears repeating that the foregoing stress and displacement fields for the three modes 
of loading represent the asymptotic fields as r→0 and may be viewed as the leading terms 
in the expansions of these fields about the crack tip. The applied loading σ, the crack 
length a, and perhaps other dimensions of the cracked body will affect the strength of 
these fields only through the stress intensity factor; that is, K = K(σ, a). When using these 
expressions, a sufficiently small neighbourhood of the crack tip is considered, where only 
the leading terms are dominant. In Fig. 11, a measure of the characteristic size of this “K–
dominant” neighbourhood is marked as D. 

Since the elastic stress field is of the singular nature, there is an inelastic region 
surrounding the crack tip where the processes of void nucleation, growth, and coales-
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cence in ductile fracture occur. Let R be a representative dimension of this inelastic 
region. An estimate for R can be obtained, say, for Mode I by equating σ22 to the yield 
stress σY, at r = R and θ = 0, so that 

2
1

2
I

Y

KR
π σ
⎛ ⎞
⎜ ⎟
⎝ ⎠

 (97) 

Within this region the linear elastic solution is invalid. It is not possible, therefore, to 
characterize directly the fracture process with a linear elastic formulation. This is not 
essential provided the inelastic region is confined to the K–dominant region. The situation 
where R is small compared to D and any other geometrical dimension is referred to as 
small-scale yielding. 

The elastic analysis indicates that the distributions of stress and strain within the K–
dominant region are the same regardless of the configuration and loading. Thus, given 
two bodies with different size cracks and different loadings of the same mode, but other-
wise identical, then the near tip stress and deformation fields will be the same if the stress 
intensity factors are equal. Consequently, the stress intensity factor characterizes the load 
or deformation experienced by the crack tip and is a measure of the propensity for crack 
extension or of the crack driving force. If crack growth is observed to initiate in the first 
body at a critical stress intensity factor, then crack extension in the second body can be 
expected when its stress intensity factor attains the same critical value. Therefore, within 
the confines of small-scale yielding, the LEFM fracture criterion for incipient crack 
growth can be expressed as 

( ), cK a Kσ =  (98) 
where Kc is the critical value of the stress intensity factor K and is a measure of the 
materials resistance to fracture. 

In general the structural integrity assessment of a cracked component requires a 
comparison of the crack driving force, as measured by the stress intensity factor K, and 
the materials fracture toughness, Kc. An assessment involves either determining the 
critical loading to initiate growth of a known crack or in establishing the critical crack 
size for a specified loading.  
3.2.4. The stress intensity factor 

Because of the difficulties in satisfying the boundary conditions for finite bodies, only 
a limited number of closed-form solutions exist. Nevertheless, when the size of the crack 
is small compared to other dimensions of the body, the crack can be viewed as being in 
an infinite body. In this case there are standard techniques for establishing the stress 
intensity factor. 

4. PATH INDEPENDENT J INTEGRAL 

Considerable mathematical difficulties accompany the determination of concentrated 
strain fields near notches and cracks, especially in nonlinear materials. An approximate 
analysis of strain-concentration problems is possible by a method which bypasses this 
detailed solution of boundary-value problems. The approach is first to identify a line 
integral which has the same value for all integration paths surrounding notch tip in two-
dimensional deformation fields of linear or nonlinear elastic materials. The choice of a 
near-tip path directly relates the integral to the locally concentrated strain field. 
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The primary interest in discussing nonlinear materials lies with elastic-plastic 
behaviour of metals, particularly in relation to fracture. This behaviour is best modelled 



through incremental stress-strain relations, but formulating a path integral for incremental 
plasticity analogous to that for elastic materials has failed. Thus a “deformation” plasticity 
theory is used and the phrase “elastic-plastic material” denotes a nonlinear elastic material 
exhibiting a linear Hookean response for stress within a yield surface and a nonlinear 
hardening response for those outside. 

4.1. Definition of path independent J integral 

So far, it has been assumed implicitly that crack tip plasticity is so small that linear 
elastic fracture mechanics (LEFM) apply. If so, the energy release rate is not affected by 
the plastic deformation at the crack tip, and G follows from the elastic stress field. The 
energy release rate is influenced by the crack tip plastic zone, if the latter cannot be 
considered negligibly small. 

Rice [15] laid the ground work for the bulk of the applications in elastic-plastic frac-
ture mechanics and for crack-tip characterization in a variety of other applications. 

Consider a homogeneous body of linear or nonlinear elastic material free of body 
forces and subjected to a two-dimensional deformation field (plane strain, generalized 
plane stress, antiplane strain) so that all stresses σij depend only on two Cartesian coordi-
nates x1(= x) and x2(= y). Suppose the body contains a notch of the type shown in Fig. 12, 
having, at surfaces parallel to x–axis, a rounded tip denoted by the arc Γi. A straight crack 
is a limiting case. 

 
Figure 12. Flat surfaced notch in two-dimensional deformation field (all stresses depend only on x 

and y). Γ is any curve surrounding the notch tip; Γi denotes the curved notch tip 

Now consider the integral J defined by 
uJ Wdy ds
xΓ

∂⎛ ⎞= −⎜ ⎟∂⎝ ⎠
∫ T  (99) 

where the strain-energy density W is defined by 

( ) ( )
0

,
t

ij ijW W x y W dε σ ε= = = ∫  (100) 

and where ε = [εij] – is the infinitesimal strain tensor. 
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Here Γ is a curve surrounding the notch tip, the integral being evaluated in a counter-
clockwise sense starting from the lower flat notch surface and continuing along the path Γ 
to the upper surface. T is the traction vector defined according to outward normal along 
Γ, Ti = σijnj, u is the displacement vector, and ds is an element of arc length along Γ. To 
prove path independency, consider any closed curve Γ* enclosing an area A* in a two-
dimensional deformation field free of body forces. Application of Green’s theorem gives 



* *

i
i ij

A j

uu WWdy T ds dx dy
x x x x

σ
Γ

⎡ ⎤∂∂ ∂ ∂ ⎛ ⎞⎛ ⎞− = −⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦
∫ ∫  

Differentiating the strain-energy density, making use of (31), we have 

1
2

ij ij ji i
ij ij ij

ij j i j

uu uW W
x x x x x x x x

ε ε
σ σ σ

ε

⎡ ⎤⎛ ⎞∂ ∂ ∂⎛ ⎞∂ ∂∂ ∂ ∂ ∂ ∂ ⎛ ⎞= = = + =⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦ x
  

since σij = σji, i
ij

j

u
x x

σ ∂∂ ⎛= ⎜∂ ∂⎝ ⎠
⎞
⎟  (since 0ij

jx
σ∂

=
∂

) 

The area integral of this equation vanishes identically, and thus 

*
0Wdy ds

xΓ

∂⎛ −⎜ ∂⎝ ⎠
∫

uT ⎞ =⎟  for any closed curve Γ* (101) 

Consider any two paths Γ1 and Γ2 surrounding the notch tip, as does Γ in Fig. 12. 
Transverse Γ2 in the counter-clockwise sense continues along the lower flat notch surface 
to the starting point where Γ1 intersects the notch. This describes a closed contour so that 
the integral of Wdy–T·(∂u/∂x)ds vanishes. But T = 0 and dy = 0 on the portions of path 
along the flat notch surfaces. Thus the integral along counter-clockwise Γ1 and the 
integral along counter-clockwise Γ2 sum up to zero. J has the same value when computed 
by integrating along either Γ1 or Γ2, and path independent is proven. We assume, of 
course, that the area between curves Γ1 and Γ2 is free of singularities. 

By taking Γ close to the notch tip, the integral depends only on the local field. So, the 
path may be shrunk to the lip Γ1 (Fig. 12) of a smooth-ended notch and since T = 0 

1

J W dy
Γ

= ∫  (102) 

so that J is an averaged measure of the strain on the notch tip. The limit is not meaningful 
for a sharp crack. Nevertheless, since an arbitrarily small curve Γ may then be chosen 
surrounding the tip, the integral may be made to depend only on the crack tip singularity 
in the deformation field. The utility of the method rests in the fact that alternate choices of 
integration paths often permit a direct evaluation of J. The J integral is identical in form 
to a static component of the “energy momentum tensor” introduced by Eshelby [25] to 
characterize generalized forces on dislocations and point defects in elastic fields. 

4.2. Evaluation of the J Integral 

The J integral may be evaluated almost by inspection for the configurations shown in 
Fig. 13, useful in illustrating the relation to potential energy rates. In Fig. 13a, a semi-
infinite flat-surfaced notch in an infinite strip of height h, loads are applied by clamping 
the upper and lower surfaces of the strip so that the displacement vector u is constant on 
each clamped boundary. 

Take Γ to be the dashed curve shown, which stretches out to x = ±∞. There is no 
contribution to J from the portion of Γ along the clamped boundaries, since dy = 0 and 
∂u/∂x = 0. It is also at x = –∞, W = 0 and ∂u/∂x = 0. The entire contribution to J comes 
from the portion of Γ at x = +∞, and since ∂u/∂x = 0, then 

J W h∞=  (103) 
where W∞ is the constant strain-energy density at x = +∞. 
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Figure 13. Two special configurations of infinite strips with semi-infinite notches, for which J 

integral is readily evaluated along the dashed-line paths Γ’. (a) Constant displacements imposed 
by clamping boundaries, and (b) pure bending of beam-like arms. 

Now consider the similar configuration in Fig. 13b, with loads applied by couples M 
per unit thickness on the beamlike arms so a state of pure bending (all stresses vanishing 
except σxx) results at x = –∞. For the contour Γ shown by dashed line, no contribution to J 
occurs at x = +∞ as W and T vanish there, and no contribution occurs for portions of Γ 
along the upper and lower surfaces of the strip as dy and T vanish. In that case J is given 
by the integral across the beam arms at x = –∞ and on this portion of Γ, dy = –ds, Ty = 0, 
and Tx = σxx. We end up integrating 

0

x
xx xx xx ij ij ij ij

u
W W W d

x

σ
σ σ ε σ ε ε σ∂

− = − = − = = Ω
∂ ∫  (104) 

across the two beam arms, where Ω is the complementary energy density. Thus, letting 
Ωb(M) be the complementary energy per unit length of beam arm per unit thickness for a 
state of pure bending under moment per unit thickness M 

( )2 bJ M= Ω  (105) 

4.3. Small scale yielding in elastic-plastic materials 

Consider a narrow notch or crack in a body loaded so as to induce a yielded zone near 
the tip that is small in size compared to geometric dimensions such its notch length, 
unnotched specimen width (ligament), and so on. The situation envisioned has been 
termed “small-scale yielding”, and a boundary-layer style formulation of the problem 
[26] is employed to discuss the limiting case. The essential ideas are illustrated with 
reference to Fig. 14. Symmetrical loading about the narrow notch are imagined to induce 
a deformation state of plane strain. First, consider the linear elastic solution, when the 
notch is presumed to be a sharp crack. Employing polar coordinates r, θ with origin at the 
crack tip, the form of stresses in the vicinity of the tip are known ([27], [28]) to exhibit a 
characteristic inverse square-root dependence on r: 

( )
( )1/ 22

I
ij ij

K f
r

σ
π

= θ  + other terms which are bounded at the crack tip (106) 

Here KI is the stress intensity factor and the set of functions fij(θ) are the same for all 
symmetrically loaded crack problems. For an isotropic material 
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= =

 (107) 

 
Figure 14. (a) Small-scale yielding near a narrow notch or crack in an elastic- plastic material.  

(b) The actual configuration is replaced by a semi-infinite notch or crack in an infinite body; actual 
boundary conditions are replaced by the requirement of on asymptotic approach to the linear 

elastic crack tip singularity stress field. 

Now suppose the material is elastic-plastic and the load level is sufficiently small so 
that a yield zone forms corresponding to small-scale yielding, Fig. 14a. One anticipates 
that the elastic singularity governs stresses at distances from the notch root that are large 
compared to yield zone and root radius dimensions, but still small compared to charac-
teristic geometric dimensions such as notch length. The actual configuration in Fig. 14a is 
then replaced by the simpler semi-infinite notch in an infinite body, Fig. 14b, 

( )
( )1/ 22

I
ij ij

K f
r

σ θ
π

→  as r → 0, (108) 

where KI is the stress intensity factor from the linear elastic crack solution. Such boun-
dary–layer solutions for cracks are mathematically exact in the plastic region – only to the 
first non-vanishing term of a Taylor expansion of complete solutions in the applied load. 
But comparison [26] with complete solutions indicates that the boundary–layer approach 
is an accurate approximation up to one half of net section yielding load levels. We now 
evaluate the integral J from the boundary–layer solution, taking Γ to be a large circle of 
radius r in Fig. 13b: 

( ) ( ) ( ), cos , ,J r W r r r d
x

π

π
θ θ θ θ

+

−

∂ θ⎡ ⎤= −⎢ ⎥∂⎣ ⎦
∫

uT  (109) 

By path independence we may let r→∞ and since W is quadratic in strain in the elastic 
region, only the asymptotically approached inverse square-root elastic-stress field contri-
butes. Working out the associated plane-strain deformation field, one finds 

2
21
IJ K

E
ν−= ,  for small scale yielding (110) 

where E is Young’s modulus and ν is Poisson’s ratio. 
Primarily, we will later deal with one configuration, the narrow notch or crack of 

length 2a in a remotely uniform stress field σ∞, Fig. 15. In this case [28] 



( )1/ 2
IK aσ π∞=  

and 

( )2
2

1
J a

E

π ν
σ∞

−
= ,  for small scale-yielding (111) 

 
Figure 15. Narrow notch or crack of length 2a in infinite body; uniform remote stress σ∞. 

For plane stress, the same result holds for J with 1–ν 2 replaced by unity. The same 
computation may be carried out for more general loading. Letting KI, KII, and KIII be 
elastic stress-intensity factors [28] for the opening, in-plane sliding, and anti-plane sliding 
(tearing) modes, respectively, of notch tip deformation, one readily obtains 

( )
2 2

2 2 21 1
I II IIIJ K K K

E E
ν ν− −= + +   (small-scale yielding) (112) 

4.3.1. Interpretation in terms of energy comparisons for notches of neighbouring size 
Let A′ denote the cross section and Γ′ the bounding curve of a two-dimensional elastic 

body. The potential energy per unit thickness is defined as 

A
P Wdx dy ds

′ ′′Γ
= − ⋅∫ ∫ T u  (113) 

where Γ″ is that portion of Γ′ on which tractions T are prescribed. Let P( ) denote the 
potential energy of a body containing a flat-surfaced notch as in Fig. 11. with tip at x = . 
We compare this with the energy P(  + ∆ ) of an identically loaded body which is similar 
in every respect except that the notch is now at x =  + ∆ , the shape of the curved tip Γt, 
being the same in both cases. Then one may show that 

( ) ( )
∂
∂−=−+−=

→

PPPlimJ
l ∆

∆
∆ 0

 (114) 

is the rate of decrease of potential energy with respect to notch size (see Rice, [29]). 
Upper equations provide a check. For loading by imposed displacements only, as in Fig. 
14(a), the potential energy equals the strain energy so that Eq. (103) results. Similarly, the 
potential energy equals minus the complementary energy for loading by traction only as in 
Fig. 14b, so that Eq. (106) results. Equation (113) is the linear elastic energy-release rate 
given by Irwin [28], reflecting the fact that a small nonlinear notch tip zone negligibly 
affects the overall compliance of a notched body. 

J. W. Hutchinson [30], has noted that an energy-rate line integral proposed by Sanders 
[31] for linear elasticity may be rearranged so as to coincide with the J integral form. The 
connection between energy rates and locally concentrated strains on a smooth-ended 
notch tip, as in Eqs. (103) and (115), has been noted first by Thomas [32] and later by 
Rice and Drucker [33] and Bowie and Neal [34]. Since subsequent results on strain 
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concentrations will be given in terms of J, means for its determination in cases other than 
those represented by Equations (103)–(112) are useful. In particular, the compliance 
testing method of elastic fracture mechanics [28] is directly extendable through Eq. (114) 
to nonlinear materials. Also, highly approximate analyses may be employed since only 
overall compliance changes enter the determination of J. For example, the Dugdale model 
[35] may be employed to estimate the derivation of J from its linear elastic value in 
problems dealing with large-scale plastic yielding near a notch. Once having determined J 
(approximately), the model may be ignored and methods of the next sections employed to 
discuss local strain concentrations. 

Such estimates of J are given in reference [29] for the two models just noted. As antici-
pated, deviations from the linear elastic value show little sensitivity to the particular 
model employed. 

It can be shown that the interpretation of J as the rate of the potential energy change 
for nonlinear constitutive behaviour plays key role for fracture analysis in elastic-plastic 
conditions. Here, we will focus on the role played by J in unifying linear elastic fracture 
mechanics. By taking Γ as a contour that circumscribes the cohesive zone in Barenblatt’s 
model, Rice has found that 

( )
0

t
J d

δ
σ δ δ= ∫  (115) 

where σ denotes the cohesive stress and δt is the separation distance at the crack tip. At 
the onset of fracture δt must be equal to δc, the out-of-range interatomic separation 
distance. Then, the right-hand side of Eq. (115) would be twice the surface energy. Thus, 
for fracture, Jc = 2γ. This relation strongly suggests that, for linear elastic conditions, J 
and G are equivalent. 

This equivalence can also be shown directly through an energy release rate interpreta-
tion of J, which results in 

J G
a

∂Π= − ≡
∂

 (116) 

where Π denotes the potential energy of the cracked body. From this finding Rice was 
able to conclude that: 
“...the Griffith theory is identical to a theory of fracture based on atomic cohesive forces, 
regardless of the force-attraction law, so long as the usual condition is fulfilled that the 
cohesive zone be negligible in size compared to characteristic dimensions”. 

Finally, Rice [35] also applied the J–integral to the Dugdale model. The result is just 
the same as Eq. (116) provided σ(δ) is taken equal to σY. The result is simply 

Y tJ σ δ=  (117) 
where δt is the crack-tip opening displacement. Equations (116) and (117) taken together 
with Eq. (115) show the equivalence of all fracture mechanics parameters under linear 
elastic conditions.  

However, this will not be true for a growing crack. Crack advance in an elastic-plastic 
material involves elastic unloading and non-proportional loading around the crack tip. 
Neither of these processes is adequately accommodated by deformation theory. 

Nonetheless, the energy-based definition of J given by Eq. (117) has been very useful 
in mathematical analyses, both in determining critical J values from experimental load–
deflection records and for component fracture predictions. 
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DAMAGE MECHANICS - BASIC PRINCIPLES 

Dušan P. Krajčinović, Arizona State University, Tempe, Arizona, USA  
Dragoslav M. Šumarac, Civil Engineering Faculty, Belgrade, S&Mn 

INTRODUCTION 

The origin of Damage Mechanics dates in 1958, after the celebrated paper of L. M. 
Kachanov [1]. Since then, Krajčinović, Chow, Lemaitre, Chaboche, Murakami, Bazant 
were among others who helped the development in this field. There are two basic 
approaches. The first one is the so-called phenomenological, and the other- the physical. 

In the next paragraph, a simple loose bundle parallel bar system will be presented for the 
purpose of explaining the essential feature of this theory. In the second section, the 
composite material with the circular cracks will be outlined within the framework of 
Damage Mechanics. The third paragraph is devoted to material, damaged with elliptical 
cracks. The example of a repaired bridge is also presented. 

1. LOOSE BUNDLE PARALLEL BAR SYSTEM 

This paragraph represents a part of the paper written by D. Krajčinović et al., [2]. 
Consider the simplest approximation of a perfectly brittle solid by a loose bundle parallel 
bar system assuming that: 
• all extant links share equally in carrying the external tensile load F regardless of their 

position within the system; 
• all N links have identical stiffness k = K/N and elongations u; 
• all links remain elastic until they rupture (Fig. 1, Fig. 2); and 
• the rupture strength fr of links is a random variable defined by a prescribed probability 

density distribution p(fr). 

  
Figure 1. σ–ε diagram for ductile and 

brittle material 
Figure 2. Loose bundle parallel bar system 

Application of a loose bundle parallel bar system implicitly assumes that the damage 
evolution and ultimately the failure are attributable primarily to the existence of the 
regions of inferior toughness within the material. Local stress concentrations are therefore 
assumed to have a second-order effect on the structural response. 
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During the deformation of the system subjected to a quasi-statically incremented 
external tensile load F, the tensile forces in individual links fi (i=1 to N) keep increasing. 
When the force fi in a link exceeds its strength fri the link ruptures releasing its force. 

The released force is distributed quasi-statically and equally to all extant links. Conse-
quently, the deformation process is characterized by the sequential ruptures of individual 
links. On the system scale rupture of individual links is observed as gradually decreasing 
(system) stiffness.  

Since each link is perfectly elastic until it ruptures (Fig. 1), the force-displacement rela-
tion for the i-th link is, 

if 0 0 if                   i i i
K

rif u ku ku f f ku f
N

= = ≤ > = ≥  (1) 

The equilibrium equation for the system is then: 

( )
1

1 1
N

i
i

nF f Ku Ku D
N=

⎛ ⎞= = − = −⎜ ⎟
⎝ ⎠

∑  (2) 

where n is the number of ruptured links (at a given magnitude of the externally applied 
tensile force F). The fraction of ruptured links, 

nD
N

=  (3) 

is accumulated damage on the macro-scale. In absence of ductile phenomena and residual 
strains, D fully defines the state of the material and quantifies the level of degradation of 
the material stiffness and, perhaps, even the residual load bearing capability. 

Maximum force to which the system can be subjected (i.e., macro failure in a force-
controlled test) occurs when the tangent modulus reduces to zero, i.e., when: 

0, for      m
dF u u
du

= =  (4) 

In unloading, the force-displacement relation is simply, 
( )1 uF K D= − u  (5) 

where Du=const is the system damage at the point at which the unloading commenced (at 
the highest recorded force F, Fig. 2). Consequently, the system unloads along the current 
(secant) stiffness (1 )uK K D= − , i.e., along a line connecting the point at which the 
unloading started and the origin of the F–u space. After the unloading is completed, no 
residual strain is retained in the system. 

1.1. Thermodynamic analysis 

The energy E used on the rupture of links is equal to the difference between the 
mechanical work of the externally applied tensile force F and the energy of elastic defor-
mation that would be released in the course of subsequent unloading, i.e. 

0

1
2

u
E W U Fdu Fu= − = −∫  (6) 

Geometrically, the energy E is equal to the area (dotted in Fig. 3) contained within the 
loading (ascending) and unloading (descending) segments of the force-displacement curve. 
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Figure 3. The force-displacement diagram 

Consider the Helmholtz free energy of the entire system Φ = Φ(u,D,T). Using the first 
law of thermodynamics and restricting considerations to isothermal processes (T = 
const > 0), the free energy change rate, during loading by monotonically increasing 
tensile force F, can be written in the usual form (Rice, [3], Schapery, [4]), 

Fu TΦ = − Λ  (7) 
where Λ is the irreversible entropy production rate. The second law of thermodynamics 
requires that Λ ≥ 0. 

Let the free energy be equal to zero in the initial, unruptured and unloaded state (D = 0, 
F = 0). The free energy of a state defined by load F > 0 and damage D > 0 is then equal to 
the work done in transforming the body from its initial to current state along an imagined 
reversible and isothermal path. Following arguments analogous to those in Rice [3], 
related thermodynamic analysis of the quasi-static growth of Griffith cracks, a loaded 
state in which at least some of the links are ruptured (D > 0), can be created by an imagin-
ed sequence of two steps: first, n = DN links are ruptured quasi-statically pulling against 
the cohesive forces keeping together two adjacent layers of atoms, and second, stretching 
elastically the extant links until the requested state of deformation u is arrived at. The work 
associated with this sequence is, 

E UγΦ = +  (8) 

min
2 ( )r

r r rE A p dγ
γ γ γ γ γ= ∫  (9) 

is the energy of free surface, created by rupturing n links, and γr is the link dependent 
specific surface energy, A denotes the initial unruptured cross-section area of the whole 
system. The linear elastic fracture mechanics suggests that the surface energy is a quadra-
tic function of the force in the link at its rupture. Under this assumption and after lengthy 
calculations, as is shown in Krajčinović et al. [2], energy of free surface is: 

( ) ( )22 2
min min

12
3

3E aA f D f f D f Dγ
⎡ ⎤= + ∆ + ∆⎢ ⎥⎣ ⎦

 (10) 

The rate of change of density of Helmholz free energy is therefore 

( ) ( ) 22
min

11 2
2

K D u u Ku aA f fDφ D⎧ ⎫= ⎡ − ⎤ + − + ⎡ + ∆ ⎤⎨ ⎬⎣ ⎦ ⎣ ⎦⎩ ⎭
 (11) 

Comparing (11) and (7) it follows that F = K(1–D)u and 

21 2
2 rT Ku Aγ⎛ ⎞Λ = −⎜ ⎟

⎝ ⎠
D  (12) 
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In (12), γr is the surface energy of the link rupturing at the displacement level u. 
Introduce 

21
2

U Ku
D

∂
∂

Γ = − =  (13) 

i.e., the energy release rate associated with the damage progression D , as the driving force 
needed to rupture the links causing the damage, and 

2 rR Aγ=  (14) 
as the current resistive force. Equation (12) and the requirement of a non-negative entro-
py production rate (Λ ≥ 0) consequently give 

( ) 0R DΓ − ≥  (15) 
which is already written in the Eq. (12). 

1.2. Conjugate measures of damage and associated affinities 

The rate of energy used in the rupturing process is from (6), 
U UE W U F u D
u D

∂ ∂
∂ ∂

⎛ ⎞= − = − −⎜ ⎟
⎝ ⎠

 (16) 

Since F U u∂ ∂= , 
UE D D
D

∂
∂

= − = Γ  (17) 

where Γ is the thermodynamic force or affinity conjugate to damage variable D. Since 

( ) 21 1 1
2 2

U Fu K D u= = −  (18) 

it follows that 
21

2
KuΓ =  (19) 

as already established in (13). Geometrically, Γ is numerically equal to the area of the 
triangle doted in Fig. 4a. 

 
a) b) c) 

Figure 4. Thermodynamic force (affinities) conjugate to damage variables a) D; b) D; c) d 

Introduce now a new damage variable by defining its rate of change relative to the 
current number of the unruptured links (N – n), 

n
N n

=
−

D  (20) 

Integrating (20) from the initial (n = 0) to the current state (n > 0), it follows that 
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ln N
N n

=
−

D  (21) 

The logarithmic measure (21) was first used by Janson and Hult [5]. In analogy with 
the strain measure commonly used in the theory of plasticity, damage variable (21) can be 
referred to as a logarithmic damage. Since 0 ≤ n ≤ N, it follows that 0 ≤ D ≤ ∞. Recall 
that the previous damage variable D = n/N is defined in the interval 0 ≤ D ≤ 1. The 
relations between the two measures of damage D and D and their rates D  and  are: D

2 31 11 exp( ) ...
2! 3!

D = − − = − + −D D D D  (22) 

1 , exp( )
1

   D D
D

= =
−

D D− D  (23) 

Using the initial unruptured area A and current unruptured area (1 )A D A= − , the intro-
duced damage variables and their rates can be expressed as, 

,     A A AD D
A A
−= = −  (24) 

ln ,     A A
A A

= =D D −  (25) 

For infinitesimally small accumulated damages (n << N, D << 1), the distribution 
between two damage measures disappears, i.e. D ≅ D and D=D . 

The thermodynamic force (affinity) G conjugate to damage variable (flux) D is obtain-
ed from 

E D= Γ = GD  (26) 
such that 

21exp( ) (1 )
2

D Ku= − Γ = − Γ =G D  (27) 

In Equation (27) 
exp( ) (1 )K K D= − = −D K  (28) 

is the current elastic stiffness of the system, reflecting the already recorded damage.  
Geometrically G is the area of the dotted triangle shown in Fig.4b. It is, in fact identi-

cally equal to currently available elastic energy U, i.e., G = U. 
The entropy inequality (15) can now be expressed in terms of the damage variable D as 

( ) 21 2
2 rKu Aγ⎛ ⎞− = −⎜ ⎟

⎝ ⎠
G R D D  (29) 

where 2 rAγ=R  is the corresponding resistance force, while A  is the cross-section area 
currently available to carry the external applied tension force. For continuing damage 
( ), (29) therefore requires G > R. If the entire energy used in the rupturing process 
is transformed into the free surface, G = R. 

0≥D

Other measures of (large) damage and conjugate affinities can be introduced, similarly 
as in large strain continuum mechanics, Hill [6]. For example, the “Lagrangian type” 
damage can be defined by, 
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2 2 2 2
2

2 2
( ) 1

22 2L
A A N N nD D D

A N
− − −= = = −  (30) 

Similarly, a damage variable, 

1
A A n Dd

A N n
−= = =

− − D
 (31) 

is the number (n) of ruptured bars per current number of unruptured bars (N – n). The 
“Eulerian type” damage parameter can be then defined as 

2 2 2 2
2

2 2
( ) 1

22 2( )E
A A N N nD

A N n
− − −= = = +

−
d d  (32) 

The affinities to DL and DE follow from (26): 
1 1,

1 1
    L E dD d

Γ = Γ Γ = Γ
− +

 (33) 

where Γd = (1 – D)2Γ is the affinity conjugate to damage variable d. If the total displace-
ment u is decomposed into its elastic and damage parts, by defining elastic component as 
displacement that would correspond to current force if no damage was produced (uE = 
F/K, Fig. 4c), then 

u = uE + uD ,    uE = (1 – D)u    and    uD = Du (34) 
The affinity Γd can then be expressed as 

21
2d EKuΓ =  (35) 

representing the accumulated strain energy associated with the elastic component of 
displacement uE. Geometrically, Γd is equal to the dotted triangle shown in Fig. 4c. 

2. DAMAGE DUE TO PRESENCE OF MICROCRACKS  

In this paragraph, attention will be focused on micromechanical theories with the 
example of thermal damage growth in composite materials. For phenomenological 
damage theories the readers are advised to read the paper Chow and Chen [7]. 

2.1. Compliance of the cracked body with the circular cracks 

Due to presence and increase of the crack, the compliance of the body containing 
circular slits would increase as well. Firstly the compliance due to presence of a single 
circular crack would be derived, and after that due to presence of many cracks. 

Consider the circular crack (Fig. 5) under plane stress condition. From Cotterell and 
Rice [8], for small α (α → 0), taking only linear term in α, the stress intensity factors 
(SIF) are: 

2 6 2
3 3
2 2I

aK a a
R

π σ ασ π σ σ⎛ ⎞ ⎛′ ′ ′= − = −⎜ ⎟ ⎜
⎝ ⎠ ⎝

6
⎞′ ⎟
⎠

 (36) 

1
6 2 1 6 2

1
2 2II

aK a a
R

σπ σ σ σ α π σ σ
′⎡ ⎤⎡ ⎤ ⎛ ⎞⎛ ⎞′ ′ ′ ′ ′= + − = + −⎜ ⎟ ⎜ ⎟⎢ ⎥⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦

 (37) 

where Voigt’s notation was used: 

2 1 6; ;   yy xx xyσ σ σ σ σ σ′ ′ ′ ′ ′ ′= = =  (38) 
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Figure 5. Circular crack in the global and local coordinates 

Potential energy increase due to presence of a single crack is obtained by fracture 
mechanics models from (36) and (37) as, 

( )

2 2 2 2 2
*( ) ' 2 ' 2 ' '

2 1 1 22 2

2
2

1 6 2 6 6 2

( ) (1 ) ( )
2 8 2

2 2 91
3 3 8
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k I II

a

K K a a ada
E E R R
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R R R

πψ σ σ

σ σ σ σ σ

+

−

⎡+= = + + −⎢
⎢⎣

⎤⎛ ⎞
′ ′ ′ ′ ′− − + + ⎥⎜ ⎟⎜ ⎟⎥⎝ ⎠⎦

∫
2

2
a
R

σ σ −

 (39) 

The increase of the compliances due to presence of one crack are obtained by differen-
tiating expression (39) with the governing stresses in the form, 

2 *( )
*( ) '

2 ' 2 '

k
k

ij
i j

S ∂ ψ
∂ σ ∂ σ

=  (40) 

Substituting (39) into (40) yields to, 

( ) ( )

2 2 2 2
*( ) '

1 1 1 2 2 1 2 22 2 2

2

1 6 6 1 2 6 6 2 6 62

2 1 ( ) 1
48 4 2

1 1 91
3 3 8

k
ij i j i j i j i j

i j i j i j i j i j

a a a aS
E R R R

a a a
R R R

π δ δ δ δ δ δ δ δ

δ δ δ δ δ δ δ δ δ δ

⎡ ⎛ ⎞
= − + + +⎢ ⎜ ⎟⎜ ⎟⎢ ⎝ ⎠⎣

⎤⎛ ⎞
− + − + + + ⎥⎜ ⎟⎜ ⎟ ⎥⎝ ⎠ ⎦

−

 (41) 

In the case of straight crack (R → ∞, or a/R → 0), from (41) it follows, 
2

*( ) '
2 2 6 6

2 ( )k
ij i j i j

aS
E

π δ δ δ δ= +  (42) 

which is a very well known expression see Šumarac, Krajčinović [9]. Compliances (41) 
are in the local coordinate system. Using transformation rule, 

*( ) *( ) 'k k
ij mn mi njS S g g=  (43) 

where transformation matrix gij is given by Horii and Nemat-Nasser [11], as 
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Substituting (44) into (43) it is finally obtained 
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2 2 2 2
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1 1 1 2 2 1 2 22 2 2

2

1 6 6 1 2 6 6 2 6 62

2 1 1
48 4 2

1 1 91
3 3 8
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a a a aS g g g g g g g
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g −

 (45) 

It is very easy to calculate particular values of the compliance from the expression 
(45) which represents the contribution due to presence of one crack. In the case of many 
cracks, the total compliance would be, Krajčinović [12], 

0
ij ij ijS S S∗= +  (46) 

where Sij is the compliance of the undamaged material, and Sij
∗ stands for the increase of 

the compliance due to presence of all cracks, 
max max

min min

( ) ( , ) ( ) ( )
R

k
ij ij

R
S N S R p R p dRd

θ

θ
θ θ∗∗ = ∫ ∫ θ  (47) 

where N is the number of cracks per unit area (unit cell), see Horii, Nemat-Nasser, 1983 
[11], and Šumarac, Krajčinović [13]. Taking for simplicity that the distribution of orienta-
tions of cracks is uniform, i.e. φmin = 0 and φmax = π, and extending the same for the crack 
(aggregate) radius R, it will be: 

max min

1 1( ) ; ( )    p p R
R R

θ
π

= =
−

 (48) 

Introducing (45) and (48) into (47), and taking governing coefficients of matrix gij for 
S11

*, after lengthy integration and algebra it is obtained 
2

11
max min

1 aS
E R R
ω∗ ⎛ ⎞

= +⎜ ⎟⎜ ⎟
⎝ ⎠

 (49) 

where 
2N aω π=  (50) 

is the measure of the damage, see Krajčinović [11], Šumarac, Krajčinović [13]. For the 
straight crack, (a2/RmaxRmin) → 0, it follows, 

11S
E
ω∗ =  (51) 

which is identical to the results obtained in the two above mentioned papers. From (46) 
and (49), taking for S11 = 1/E, it follows, 

_

2 2
max min

1
1 (1

E
E N a a R Rπ

=
+ + )

 (52) 
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The expression (52) is derived using Taylor (dilute concentration) model (see Šuma-
rac, Krajčinović [13]). 

2.2. Damage of plain concrete due to thermal incompatibility of concrete compo-
nents (TICC) 

The phenomenon of thermal incompatibility of concrete components (TICC) is a very 
important issue in design and maintenance of concrete structures. This is a serious prob-
lem in climates with large temperature amplitude change (desert-like climate) and for 
concrete structures exposed to fire. The investigation is focused on the aggregate with the 
coefficient of thermal expansion (CTE) αa smaller than CTE of the cement paste (αc). 
The same procedure could be applied for any particular composite, where herein explain-
ed and accepted assumptions could be applied. 

In order to determine the degradation of material, which is formed from components 
with different CTE, the basic problem, shown in Fig. 6, should be solved. The aggregate 
with the CTE αa is embedded in the hardened cement paste with the CTE αc. For simpli-
city, it will be assumed that Young’s modules of two materials are equal, Ea = Ec = E. 
Only the case of the plane stress will be considered. Due to temperature increase θ = T – 
T0, the stress in both aggregate and cement paste would occur, because of the mismatch of 
the CTE, αa < αc. This phenomenon is referred to as TICC (Venecanin [14]). The way 
how to determine the stresses in the aggregate and cement paste can be found in papers: 
Šumarac [15], and Šumarac, Krasulja [16]. Within the aggregate the stresses are constant,  

( )
2

c a
xx

E
θθ

α ασ σ −
= = θ  (53) 

αc, Ec=E 

αa , Ea =E

R 

 
Figure 6. Aggregate as a thermal inclusion 

The stresses in the cement paste are: 
2

2
( )

2
c a

xx
E R

r
α ασ θ−

= ,    
2

2
( )

2
c aE R

rθθ
α ασ θ−

=     (r ≥ R) (53a) 

where r is the distance measured from the centre of the aggregate. Due to stresses given 
by (53) and (53a), cracks will occur, or already existing, will grow at the interface of 
aggregate and cement paste. 

In this lecture, small circular crack (small in comparison with the radius of the aggre-
gate) would be considered. This assumption leads to very simple analytical expressions, 
suitable for the closed form integration. A more accurate approach is presented in the 
paper written by Ju [17], considering arbitrary size of the crack. The solution in this case 
is numerical. 

From the paper Cotterell and Rice [8], the stress intensity factors for a slightly curved 
crack due to stress σrr given by (53) are (see Šumarac [15], Šumarac, Krasulja [16]): 
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ασ ασ π
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Once the stress intensity factors are known, strain energy release rate by fracture 
mechanics is easily obtained from (54) as, 

2 2 2 2

21 1
4 4

I II
rr rr

K K aG a a
E R

απ σ π σ
⎛ ⎞ ⎛+= = + = +⎜ ⎟ ⎜⎜ ⎟ ⎜
⎝ ⎠ ⎝

⎞
⎟⎟
⎠

 (55) 

The next step requires the experimentally obtained resistance or ℜ curve. The proce-
dure for obtaining ℜ curve for softening materials, such as concrete, can be found in 
Foote et al. [18]. In the absence of exact ℜ curve for the interfacial circular crack, 
between the aggregate and the cement paste, it will be assumed that 

2 2
2 2 0

2 2
( ) 1

4
a a a aR C

R R
π

⎛ ⎞−
ℜ = +⎜ ⎟⎜ ⎟

⎝ ⎠
 (56) 

where C is constant to be determined. The crack stability criterion of fracture mechanics is: 

G = ℜ   and    G
R a

∂ ∂
∂ ∂

ℜ≥  (57) 

Substituting (55) and (56) into (57) it is obtained: 

0 0
( )

2
c arr Ea a a

C
α ασ θ−

= + = +  (58) 

The expression (58) represents the crack size a as a function of temperature θ. Com-
paring the experimental and theoretical results, it is found that constant C (the dimension 

2MN m ) can be approximated as 

0

( )50 c aE
C

a
α α−

=  (59) 

Substituting (59) into (58) and the obtained result into (51), finally, 

2
1

1 0.094(1 0.01 ) 0.003016(1 0.01 )
E
E θ θ

=
+ + + + 4  (60) 

The following values are taken for calculating relation (60): N = 7500 cracks/m2, αc = 
25.4×10-6(°C)-1, αa = 11.9×10-6(°C)-1 (see Venecanin [14]), and Rmin = 0.4 cm, Rmax = 
3.1 cm (obtained from the grading curves and aggregate mix). The initial, average length 
of crack is taken to be a0 = 0.2 cm. The relation (60) is valid only for θ = T–T0 > 0, where 
T0 = 20°C. For T = 20°C (referent temperature), the material is undamaged. 

Experimental results are explained in the paper Šumarac, Krasulja [16], here only 
briefly presented. The experimental tests for this research comprise the thermal treatment 
of two series of specimens, produced of concrete with two different aggregates. The first 
group of specimens, marked CL, was made of concrete with crushed limestone aggregate, 
and in the second, marked as RA, river aggregate was used. Six specimens in each series 
were thermally treated, exposing them to the following temperatures: 20, 55, 90, 125, and 
160°C. Thermal treatment commenced at 180 days concrete age and was performed in 
“Hereaus–Votsch” VUK 500 clima chamber. Procedure was completely identical for both 
groups-series of specimens. Prior to putting them into the chamber, specimens were 
allowed to air dry for several days. 
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Properties of concrete, measured by non-destructive methods on all specimens, every 
24 hours are: resonant frequency (f) and mass measuring. The expression from which the 
dynamic modulus of elasticity is calculated reads, 

2 24E f lγ=   (MPa) (61) 
where γ is the density of concrete (kg/m3), f is resonant frequency (Hz), and l the length of 
specimen (m). Resonant frequency data were obtained by CNS-electronics “ERUDITE” 
equipment. Results for dynamic modulus of elasticity, obtained from expression (61) and 
from measured data, are presented in Fig. 7. Usually, it was assumed that concrete with 
the river aggregate would be more resistant to temperature increase, and the concrete with 
limestone aggregate could have exhibited changes caused by the TICC effect. In Fig. 7, 
temperature exposure has a quite perceptible influence on both concretes. The decrease in 
dynamic modulus of elasticity was recorded for both concretes. From Fig. 7 one can 
notice that concrete made with river aggregate showed a slightly slower degradation rate. 
At the end of thermal treatment (160°C), the value of E decreased for concrete with RA 
for 25.4%, while for concrete with CL for 27.2%. Such drop of basic mechanical and 
deformational properties is somewhat surprising, since temperatures below 160°C are not 
considered high for concrete. 

From comparison of theoretical results obtained by expression (60) and dimensionless 
values obtained from experimental results (61), it is evident that the agreement is good for 
the entire range of investigated temperatures (Fig. 7). The discrepancy between theoretical 
and experimental results is less than 3%. 

Finally it is concluded that this study, theoretically and experimentally, confirms that 
moderate temperature change can cause substantial degradation of concrete properties. 
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Figure 7. Comparison of theoretical and experimental results 

2.3. Plane sheet weakened by elliptical void 

Consider the problem of the elliptic cylinder (a3 → ∞) (Fig. 8.) embedded in the elastic 
isotropic material with the same elastic parameters E (Young’s modulus) and ν (Poisson’s 
ratio). Eshelby, in his 1957 paper [19], referred to “eigenstrains” as stress-free transfor-
mation strains. He proved that the uniform “eigenstrain” εij

*′ within the elliptical inclusion, 
cause the uniform “eigenstresses” σij

*′ in the same region (see also Mura [20]): 
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Figure 8. Global and local (primed) coordinate system of an elliptical void (inclusion) 

In the above expressions, a1 = a and a2 = αa are half-axes of the elliptical region, 
while µ and ν are the shear modulus and Poison’s ratio, respectively. According to equi-
valent inclusion method (Mura [20]), the total stress within the elliptical region under far 
field stresses σij

', and one that is caused by the “eigenstrain” given by expressions (62) 
should be zero everywhere in the elliptical region, if the region should represent the void: 

' *' ' *' ' *'
11 11 22 22 12 120, 0, 0       σ σ σ σ σ σ+ = + = + =  (63) 

Expression (63) is written for plane stress condition. Substituting governing values 
from expression (62) into (63), leads to the system of equations with respect to unknown 
“eigenstrains” ε11

*′, ε22
*′ and ε12

*′. The solution of the system of equations is: 
2

*' ' ' *' ' ' *' '
11 11 22 22 22 11 12 12

1 1 2 1(1 2 ) , ,
2 2 2

  
a

υ υ αε α σ σ ε σ σ ε
µ µ

− − + −⎡ ⎤⎡ ⎤= + − = − =⎢ ⎥⎣ ⎦ ⎣ ⎦

(1 )υ α σ
µ α

+  (64) 

Once the εij
*′ are known, the increase of the strain energy of the body, due to presence 

of elliptical void is obtained as: 
' *' ' *'

1 2
1 1
2 2ij ij ij ijW V a aσ ε π σ ε∆ = − = −  (65) 

Substituting (64) into (65) yields to: 
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Differentiating (66) twice with respect to stresses, yields to the compliances: 
2

'( )*
' '

k
ij

i j

WS
σ σ
∂=

∂ ∂
 (67) 

where Voigt notation, σ'1 = σ'11, σ'2 = σ'22 and σ'6 = σ'12 is used. Also in expression (67), 
(k) refers to a single elliptical void and (*) stands for the increase of the governing value 
of the compliance, due to presence of the void. Once the compliances S′ij(k)*, in the local 
coordinate system are determined, by using the transformation rule (Horii, Nemat-Nasser 
[11]), the compliances in the global coordinate system Sij

(k)*, can be determined. 

2.4. Mean field theory (uniform distribution of voids) 

In the case of many voids, the total compliance would be (Horii, Nemat-Nasser [11]; 
Šumarac, Krajčinović [9]): 

*
ij ij ijS S S= +  (68) 

In the above expression (*) refers to the increase of the value due to presence of voids, 
and Sij is the compliance matrix of the undamaged (virgin) material. 

In the case of Taylor model, system of Eqs. (68) leads to: 
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In the case of self-consistent model, equations (68) are: 
21 1 ( 1),     

E E E E E E
ω να α α= + + + − = − −ν ω  (70) 

Their solution is: 

21 ( 1
scE

E
ω α α= − + + ) ,  21 ( 1)

scν ωαω α α
ν ν

= − + + +  (71) 

The total overall compliance for matrix in the case of self-consistent approximation 
for uniform distribution of elliptical voids is: 
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 (72) 

3. DAMAGE AND REPAIR OF THE PIVNICA BRIDGE 

Damage of the Pivnica bridge, stretching across the river Ibar on the railroad route 
Belgrade–Thessaloniki, has been considered with the models in this paper. The bridge 
was destroyed by NATO, during the bombing campaign in Yugoslavia, in 1999. Rebuild-
ing of the bridge was performed using one temporary support at the place of most severe 
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damage. The two new spans were built in factory, and other damage was repaired on site. 
The static and dynamic characteristics of rebuilt structure are analysed, based on damage 
mechanics and theory of structures. It is shown that for more amount of damage, the 
structure of the bridge becomes more compliant, or in another words, the period of free 
vibration is slightly increased. The problem of material fatigue, especially in parts which 
have undergone low cycle fatigue is shortly outlined. 

 
Figure 9. The destroyed Pivnica bridge 

The Pivnica bridge was hit two times. The first bombshell hit the middle part of 
bridge, but the bridge did not collapse. The second projectile hit the diagonal above 
support, and then the bridge fell into the river (Fig. 9). Due to impact, the bottom mem-
bers were plastically deformed. Additionally, there was a lot of damage due to bomb 
shrapnel. Holes in the members can be approximated as ellipses. In the first section, it has 
been explained in detail, how the decrease of Young’s modulus can be expressed in terms 
of damage, see Eqs. (69) and (71). 

It should be noted that for reconstructing the bridge, 75 tons of steel was spent. The 
total weight of the bridge (Fig. 9) is 440 tons. In Fig. 10, the static scheme for finite 
element method (FEM) is shown. 

3.1. Dynamic characteristics of the reconstructed bridge 

All static and dynamic characteristics are analysed using FEM procedure. First step 
was to find free vibrations for first three modes. They are: T1 = 0.731 s, T2 = 0.2491 s, 
T3 = 0.1212 s. For the damaged bridge it is calculated ω = 0.1, ω = 0.2 and ω = 0.3 for the 
two spans of bottom members, and four spans of top members. For instance, in case of 
ω = 0.3, T2(ω = 30%) = 0.2551 s. This result is expected. The structure is damaged, when 
period of vibrations is larger. 

3.2. Problem of fatigue 

It is well known that railway bridges are designed against the high cycle fatigue. 
During the bombardment some elements were destroyed, neighbouring parts suffered low 
cycle fatigue. It was not possible to change all elements. It is important to check the 
behaviour of elements, which suffered low cycle fatigue, but are still a part of the struc-
ture. This is especially important during winter, when temperatures are well below zero. 
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Figure 10. Reconstructed Pivnica bridge–static scheme 

 
Figure 11. The reconstructed Pivnica bridge 

4. CONCLUSIONS 

Damage mechanics, as a new branch of mechanics, already found its place in some 
codes for design and maintenance of engineering structures. The airplane industry, which 
was the first to incorporate damage parameters in design, where damage tolerance is the 
issue which is now well established among researchers and engineers. It spread its impor-
tance from airplane industry to other areas of engineering, such as mechanical, civil, 
mining, etc. It was developed by using some elements of the Theory of Plasticity and 
Fracture Mechanics, and has its own principles and assumptions, but in many cases it 
should be combined with the two already mentioned theories, as shown in this paper. 

Problems, such are localization in quasi-brittle materials, fatigue of metals, and failure 
of composites, are some of those that cannot be solved successfully without the applica-
tion of Damage Mechanics. With further developments of basic principles and, particular-
ly, with the development of computational Damage Mechanics, it continues to spread its 
importance. 
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BASIC FATIGUE CONCEPTIONS AND NEW 
APPROACHES TO FATIGUE FAILURE 
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In memoriam to Dr Bryan Burns 

INTRODUCTION 

Although in the very beginning of 1900s Ewing and Humfrey described the fatigue 
behaviour of metals, revealing the appearance of slip bands and microscopic defects, 
which grew slowly, there was not any mathematical concept about fatigue development 
and failure. Even when Inglis and Griffith presented analytical models of fracture in 
brittle solids, each in his own way, using stress (Inglis [1]) and energy (Griffith [2]) 
approaches, their mathematical tools didn’t offer a direct transition to the fatigue failure 
of metallic materials. Almost three decades later a big success came through the Irvin 
analyses [3], introducing now the well-known stress intensity factor, K. In the early 
1960s, Paris, Gomez and Anderson [4] suggested the specific presentation “fatigue crack 
growth rate da/dN against stress intensity factor range ∆K” for constant amplitude fatigue 
loading. In the beginning of the 1970s, Elber [5] showed the phenomenon of crack 
closure under cyclic tensile loads and, in the middle of the same decade, Pearson [6] 
emphasized the significant role of crack size, defined later as “short crack problem”. Then 
in the 1980s, two basic short crack models appeared, known as the Brown-Hobson model 
[7, 8] and the Navarro-de los Rios model [9]. The first one described fatigue crack growth 
rate through decreasing crack growth falls at fatigue thresholds, clearly defined by Miller 
[10]. The second model presented crack growth rate through decreasing crack growth 
fluctuations, occurring continuously up to complete failure. Some modifications of these 
models were introduced during the 1990s, as that for corrosion fatigue, Akid-Murtaza 
[11,12], later revised by Angelova-Akid in an attempt to describe physically small crack 
growth, separately from short crack growth, by a new equation [13], and improved for the 
cases of crack coalescence by Brown, Gao and Miller [14, 15]. Fatigue from defects, and 
especially inclusions, is another field showing a different face of failure development 
through so-called optically-dark-area growth and offering the Marukami-Endo’s method 
(1980-2002) of the square-area-parameter fatigue model [16]. But although major advan-
ces have been made in all these areas, the application of fatigue concepts to different 
practical situations is highly individual and often involves empirical and semi-empirical 
approaches, including a great number of specifying constants. 

An alternative approach to the successive forms of the Brown-Hobson model is propos-
ed by Angelova-Akid [17]. This approach adopts normalized parameters describing corro-
sion fatigue behaviour of metals in non-dimensional terms, applied to some fatigue charac-
teristics as pit and crack size, crack growth rate and cycles. A further development of the 
alternative approach of normalized parameters reveals a specific tendency of metal fatigue 
behaviour, expressed analytically as a relation between the crack growth rate and a non-
dimensional characterizing function and graphically, as an almost straight line. The non-



 

dimensional characterizing function is firstly mentioned by Angelova [18], where the 
linear presentation of fatigue is called “natural fatigue tendency”. But, there the function 
is involved only by its final form and without any details either, about its mathematical 
obtaining, or its physical sense. The present lecture involves detailed mathematical, para-
metrical and dimensional analyses on these elements. Thus, it reveals the energy nature of 
the proposed new function, which turns it into energy normalized fatigue function. Also it 
suggests a more precise further development of the idea of the natural fatigue tendency or 
ability of metals and alloys widening the range of its applications to different steels and 
non-ferrous alloys as well as to a bigger variety of different testing conditions. 

1. MATERIALS AND FATIGUE TEST RESULTS 

Materials selected for the present study are divided into three groups.  
A-Group 
• Low-carbon roller-quenched tempered steel, RQT501 [17]; 
• Medium carbon steel [7, 8] and high-strength spring steel, existing results [11, 12]; 
• AISI 4140 steel, existing results [19]; 
• Martensitic 2.1/4Cr-1Mo Steel (commercial designation AISI A542 Class 2), existing 

results [20]; 
• CMV Steel, existing results [21]. 
B-Group 
• N18 Ni based superalloy, existing results [22]. 
C-Group 
• Al7010-T7451 alloy, existing results [23];  
• Ti-48Al-2Mn-2Nb alloy, existing results [24].  

The results from all fatigue tests described in the above mentioned papers are shown 
as it has been originally done by their authors in form of two kinds of multitudes, L and 
M, located at the right hand-side in Figs. 1–9. In these figures the original graphic presen-
tation of L and M is of the kind: 
(i) crack growth rate, da/dN vs. crack length, a, or in log-log terms logda/dN vs. loga; 
(ii) crack growth rate, da/dN vs. stress intensity factor range, ∆K, or logda/dN vs. log∆K. 

  
Figure 1. Short fatigue cracks in RQT501 steel under tension-tension loading at R = 0.1  
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(Angelova and Akid, 1999) [17] 



 

  
Figure 2. Short fatigue cracks in medium carbon steel under push-pull at R = –1 

(Brown and Hobson, 1986) [7] 

  
Figure 3. Short fatigue crack in high-strength spring steel under fully reversed torsion  

(Akid and Murtaza) [11] 

  
Figure 4. Sort and long fatigue cracks in 4140 steel subjected to air & 3% NaCl 

(Gangloff, 1981) [19] 
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Figure 5. Fatigue in 2.1/4Cr-1Mo steel (AISI A542 Class 2) 

(Suresh, Zamiski &Ritchie, 1981) [20] 

  
Figure 6. Fretting fatigue in CMV steel 

(Fellows, Nowell, Hills, 1997) [21] 

  
Figure 7. Short fatigue cracks in N 18 Ni based superalloy 

(Pineau, Sansoz, Brethes, 1998) [22] 
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Figure 8. Fatigue in Al7010-T7451 alloy under random loading 

(Rios and Wei, 1998) [23] 

  
Figure 9. Fatigue in Ti-48Al-2Mn-2Nb alloy 
(Petit, Tonneau, Henaff, Mabru, 1988) [24] 

2. AN ALTERNATIVE APPROACH FOR DESCRIBING METAL FATIGUE 
BEHAVIOUR. Analysis and discussion 

Now we will present a completely new approach to fatigue phenomenon. This is an 
alternative approach, which can show immediately and in a simple way the very impor-
tant comparison between the fatigue characteristics of different materials in terms of short 
and/or long fatigue cracks, and can allow using a wider range of different-sized and 
different-shaped specimens. This approach introduces a new graphic presentation that 
plots crack growth rate logda/dN against normalized fatigue function log ∆W(a/N); the new 
presentation uses normalized parameters as follow: 
• normalized defect growth rate, (da/dN)/(af/Nf); 
• normalized stress range, ∆σ /∆σFL; 

• normalized characterizing fatigue function, ∆W(a/N) = dak K
dN

∆ . 
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Firstly, we will remember that the original presentation of crack growth rate, da/dN, 
uses the intervals ∆a and ∆Ν, 

0
a N da dN

∆→
∆ ∆ → , and an eventual transition from ordina-

ry to normalized parameters may be expressed as: 

0

0

f f

f f

N Na a
N a N a

∆∆ ∆→
∆ ∆ ∆

 (1) 

where af and Nf are the final length of the major crack and the number of cycles to failure, 
respectively. 

Secondly, we will analyze the normalized characterizing fatigue function ∆W(a/N), 

∆W(a/N) = dak
dN

∆K . As a first step to its mathematical obtaining in the form dak K
dN

∆ , 

we will reveal the well established stress influence on fatigue crack growth introducing a 
function that includes as a multiplication, both the normalized crack growth rate from (1), 
and the normalized stress range ∆σ /∆σFL: 

0

0

f f

f FL f FL

N Na a
N a N a

σ σ
σ σ

∆∆ ∆ ∆ ∆→
∆ ∆ ∆ ∆ ∆

 (2) 

where ∆σFL is the stress range at the fatigue limit in air for a given material. Then we can 
represent the multiplication (2) as follows 

1f f f f

f FL FLf FL f f FL f f

N N N N ka a a F a
N a N N Na a a F a a

σσ σ σ π
σ σ σ π

∆∆ ∆ ∆ ∆ ∆ ∆ ∆= = =
∆ ∆ ∆ ∆ ∆ ∆∆ ∆ K

 (3) 

where k1 = F√π is a constant, F is the known finite size correction factor, and 
∆KFL = FL fF a constσ π∆ =  is the maximum value of the stress intensity factor range at 

the fatigue limit for a ≡ af. Then, if we multiply (3) by the square root of the normalized 
crack length fa a  to produce another stress intensity factor range, K F aσ π∆ = ∆ , 

the expression (3) turns into 

1

0

f f f

f FL f FLf f f FL f

f

f FL

N N Nka a a a a K
N a a N K Na a a K a

Na K a da dak K k K k K
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∆

 (4) 

where dak
dN

∆K  is the final form of the normalized characterizing fatigue function 

( )a N
daW k
dN

∆ = ∆K , and 3/ 2
1 cycle

m Pa
 f

f FL

N
k

a K
⎛= ⎜∆ ⎝ ⎠

⎞
⎟  is a normalizing constant in general 

sense, whose parameters can be flexible in terms of their replacing by other parameters, 
more convenient for other cases. For example, in the case of constant-amplitude fatigue 

we can also use ( )max
max

1f
K

f f

N
k

a K a
= . 

On the other hand, the expression (2) may be discussed in another way 
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where tν substitutes N. The physical sense of both kinds of expressions located in 
brackets of (5) can be evaluated clearer after some transformations: 
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(6) 

It makes obvious now that the expressions (6) represent an energy change or portion, 
namely, the potential energy decrease of ∆WEth, necessary for crack growth of ∆a [m], per 
cycle or second and per unit volume of energy exchange around the growing crack a, as it 
is shown dimensionally in (6), and parametrically in Griffith-theory sense through (1A)–
(4A) in Appendix. 

Thus, equations (5) can be rewritten as: 
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(7) 

Considering (4) as a multiplication of (2) (through its form (3)) and the square root of 
normalized crack length, √(a/af), we have to multiply (5), or its final form (7), by √(a/af), 
which will give us the same result as that obtained in (4) under the condition ∆ → 0: 
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lized energy change or portion, namely, the normalized potential energy decrease of 
∆WEth/Wmax, necessary for crack growth of ∆a, per second or cycle. Here the normalizing 
parameter is the maximum energy Wmax, corresponding to σmax. 

Considering the transition ∆ → 0 applied to ∆a/∆N in (8) and (9) as 
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(10) 

The results from (4), and from (9) through final forms (10) allow proposing an energy 
normalized (non-dimensional), characterizing fatigue function ∆W(a/N) as: 
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It is very important to note that we proved the energy nature of the fatigue function 
∆W(a/N) in terms of tendency under the condition of final failure a → af, and hence in 
Griffith-theory sense. 

The new presentation “da/dN against ∆W(a/N) or ∆W*
(a/N)” (using the analytical forms 

(11) or (12)) is shown in Figs. 1–9 as a family of lines Q or Q* with their equations y(x) 
and corresponding correlation coefficients R2. At the same time for comparative analyses, 
as mentioned above, Figs. 1–9 incorporate the original results of the quoted data from [7–
8, 11–12, 17, 19–24], which are located at the right-hand side in each graph as: 
• the multitude of data points M, plotted as da/dN against crack length, a, or stress inten-

sity factor, ∆K, 
• the family of sigmoid curves L, where it is possible, plotted as da/dN against conven-

tional ∆K in its different versions. 
The new presentation reveals some common features: 

• All sets of data, using the proposed plots “crack growth rate, da/dN (m/cycle), against 
energy normalized fatigue function, ∆W(a/N), or its form ∆W*

(a/N) (m3/2Pa/cycle)” show 
an almost linear positioning of the data points for the given stress range, under all 
chosen conditions of different environments, frequencies, temperatures, B–ratios, smooth 
and notched specimens, constant and random amplitudes, tests for short and long cracks, 
simple and fretting fatigue. As the normalized fatigue function ∆W(a/N) represents a kind 
of normalized energy, it means that in terms of normalized energies, crack growth rate 
is a linear function of normalized potential energy decrease, necessary for crack growth. 

• For all 33 sets of data shown in Figs. 1–9, the correlation coefficients of the correspond-
ing lines (crack growth rate da/dN against ∆W(a/N) or ∆W*

(a/N)) are very high, higher than 
0.9. Their distribution is as follows: in 29 cases they are higher than 0.95 and just in 4, 
higher than 0.94, 0.93, 0.91, 0.9. In more details the exact results are: in 17 cases the 
correlation coefficients are higher than 0.99; in 4, higher than 0.98; in 4, higher than 
0.97; in 3, higher than 0.96; in 5, higher than 0.95, 0.94, 0.93, 0.91, 0.9. At the same 
time, the results for the correlation coefficients of the Paris–regime lines (da/dN against 
∆K in its different versions) in only 4 cases show the correlation coefficients higher 
than 0.95 [17, 20], while in the other cases, described in [7–8, 11–12, 19, 21–24] these 
coefficients belong to intervals [0.00008, 0.344], [0.354, 0.577], [0.651, 0.823], 0.14. 
This reveals that even for cases of non–Paris fatigue behaviour, when the correlation 
coefficients for the traditional ∆K presentations are very low and unsatisfactory, the 
corresponding coefficients of the proposed ∆W(a/N) – presentation are high enough to 
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define almost straight lines. This gives us certain hope that using the new energy 
normalized characterizing fatigue function, ∆W(a/N), or its modification ∆W*

(a/N), we can 
reduce the data readings of the basic fatigue parameters during each test. Therefore we 
can shorten fatigue testing times and offer more precise models and predictions of metal 
fatigue, applying laboratory results to real members of constructions with higher reliability. 

CONCLUSIONS 

A new energy normalized characterizing fatigue function ∆W(a/N) is proposed which 
adopts normalized parameters of defect growth rate and stress intensity factor range, and 
its physical sense is of normalized potential energy decrease, necessary for crack growth 
per second, or cycle. The proposed function takes part in a new presentation of fatigue 
data “crack growth rate da/dN against normalized fatigue function ∆W(a/N) or its modifica-
tion ∆W*

(a/N) and shows linear behaviour, called “natural fatigue tendency or ability,” 
which is expressed as an almost straight line and corresponds to a given stress range 
under different fatigue conditions. The natural fatigue tendency reveals an eventual way 
of linearization of fatigue behaviour (in terms of the proposed new function ∆W(a/N) and 
new presentation of fatigue crack growth data) and suggests more precise and faster assess-
ment prediction and comparison of fatigue development in different metals and alloys. 

The proposed function is illustrated on nine metallic materials, steels and non-ferrous 
alloys, under a wide variety of fatigue conditions of environment, stress state range and 
ratio, frequency, short and long crack testing, use of smooth and notched specimens, 
experiments on simple and fretting fatigue. 
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APPENDIX 

Characterization of fatigue crack growth under both elastic and elastic-plastic condi-
tions uses some parameters and approaches to fracture at monotonic loading with the 
existing connections and equivalencies between them, or so-called linear elastic and non-
linear elastic-plastic fracture mechanics implications for fatigue. The parameters and 
approaches used in the present study and the connections and equivalencies between them 
are concerned with the following. 

1. The pioneering theory of Griffith as a base of modern theories of fracture 
The Griffith theory formulates criteria for the unstable growth of a crack under condi-

tions of a balance between changes in mechanical and surface energies in the region of 
crack developing. After Griffith [2], the decrease in potential energy of the system Wp 
with a through-thickness crack of length 2a, located at the centre of a large brittle plate of 
uniform thickness B, which is subjected to a constant far-field tensile stress σ, can be 
represented as 

2 2

p
a BW

E
π σ= −

′
 (1A) 

or 
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(3A) 

where: 

• 21
EE
ν

′ =
−

 for plane strain and E′ = E for plane stress; 

• E is Young’s modulus and ν is Poisson’s ratio; 
• πa2B = A⊥BB = V is the region of energy spread around the growing crack a, introduced 

by Griffith as a volume of a cylinder with parameters a and B, where the mentioned 
balance between the changes in mechanical and surface energies is in effect, and owing 
to this is named “volume of energy exchange around growing crack”; here a is an effec-
tive length of the growing crack, measured as the smallest distance between its tips; 
when a → af, V → Vf; 

• Eth = kth
1E (where kth

1 adopts usually a value of 1/2π or 0.1) is the theoretical strength and 
dimensionally, energy per unit volume – this defines Wth = Eth(V = BA⊥B) as the total 
energy corresponding to Eth in the crack region V; kth = f(kth

1) is an equalizing constant; 
• among the dimensions in (2A), (mB) and (ma) mean meter measured, respectively, along-

side the thickness of the plate B, and at the plate surface considering the crack area 
A⊥B = πa2 which is perpendicular to B, so (ma) is connected with √(A⊥B). 

Thus, the equation (2A), accordingly to (3A), can be shown in its two forms: 
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(4A) 

where WEth = √(WpWth), and AIIB = B√(A⊥B). 
These forms reveal two things. Firstly, the expression a2σ 2 can be discussed as pro-

portional to the square value of the energy Wth (corresponding to the theoretical strength 
Eth that by definition, and for our case, has to be reached for fracturing every volume 
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unity of a perfect plate with the same size as the already introduced one with the through-
thickness crack a), decreased by a coefficient Wp/Wth reading a drop of Wth for the system 
with a crack. This drop reaches the potential energy Wp, represented by (1A), so for the 
plate with a crack a, the expression WpWth, appearing in (4A), replaces Wth

2, describing 
the fracture of an eventual perfect plate. Secondly, the multiplication aσ is the geometri-
cal mean energy √(WpWth) of Wth and Wp per unit crack surface area AIIB, or WEth/AIIB (J/m2).  

The surface energy of the system with the through-thickness crack a is 
( )2 2 2s s sW aB Aγ γ= =  (5A) 

where AIIB = 2aB ≡ A is one of the crack surfaces alongside B, and γs is the free surface 
energy per unit surface area. 

Finally, the total energy of the crack system using (1A) and (5A) is U = Wp + Ws, and 
the critical condition for the onset of crack growth suggested by Griffith, dU/dA = 0, 
(where A = 2aB). This leads to the so called Griffith critical stress for fracture initiation, 
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π
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=  or 2 2 ( )s p
f

E
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γ γ
σ

π
′ +

= , where the latter is known as Orowan’s extension for 

metals including the plastic work per unit area of crack surface created, γp. 
The Griffith theory represented in this current Appendix note (1) is not directly valid 

for an application to cyclic loading, as it has been especially founded for a constant far-
field tensile stress σ, but it can be applied to the cyclic conditions in terms of final failure 
and in sense of some equivalencies marked below. 

2. The equivalence between Griffith’s model and Irwin’s approach introducing the 
energy release rate G 

Irwin defined the energy release rate G as 

pdW
G

dA
= −  (6A) 

and the Griffith criterion can be expressed in terms of the critical G 
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A further consideration of (6A) and (7A) gives a succession of equations 
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, and finally 
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p
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E
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′
, leading to 

the same result for the potential energy Wp, given in (1A) – both expressions differ only 
by a numerical constant k′. 

3. The direct equivalence of the stress intensity factor, K (providing a unique charac-
terization of the near-tip fields under small-scale yielding conditions) to the ener-
gy approach, based on the energy release rate, G 

The energy release rate G and the stress intensity factors KI, KII and KIII (for the three 
different modes) are uniquely related, and for the general three-dimensional case, involv-
ing plane strain and anti-plane strain loading, it can be expressed as 

( ) ( )2
2 2
I II I

1(1 )G K K
E E

νν +−= + + 2
IIK  (8A) 

and, for plane stress as, 
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( )2 2
II II

1G K K
E

= +  (9A) 

4. The cyclic loading characterization 

The cyclic loading characteristics can be represented through the monotonic loading 
ones as the following replacements: 
• the stress range ∆σ replaces σ, ∆σ → σ; 
• the stress intensity factor range ∆Κ replaces K, ∆K → K; 

• the crack tip opening displacement range ∆δ replaces δ, ∆δ → δ, where 
2
I

2t
y

K
E

δ
σ
∆∆ ≈ ; 

• the J-integral range ∆J replaces J, ∆J → J. 
In context of notes 2, 3, and 4, it is important to mention that there is a connection 

between the cyclic loading characteristics, and especially ∆Κ, and in terms, for example 
of final failure, it leads to the above mentioned equivalence of K and G, and finally to the 
Griffith criterion re-phrased in terms of G. A real fatigue example can be the final regime 
of crack growth after the Paris regime, where the fatigue crack growth rate becomes 
significantly higher and the influence of stress R–ratio increases as 

max
f

c
a a

K K
→
→  (  in plane strain) or max I

f
c

a a
K

→
→ K max (1 ) f

c
a a

KK K
R →

∆= →
−

 (10A) 

leading to Kc = f(Gc) and (7A). 
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SOME PROBLEMS OF CRACKS ON BIMATERIAL INTERFACE 

Ružica R. Nikolić, Faculty of Mechanical Engineering, Kragujevac, S&Mn 
Jelena M. Veljković, DP Zastava Mašine, Kragujevac, S&Mn 

INTRODUCTION 

The scientific understanding of the mechanics of crack initiation and crack growth in 
bimaterial interfaces is essential for the effective study of failure processes in advanced 
materials such as composites and ceramics. A very important failure mechanism in fibre 
or whisker reinforced ceramic composites, for example, is the debonding between the 
matrix and the reinforcing phase. This debonding process may either take place quasi-
statically or dynamically, depending on the nature of the loads that the composite struc-
ture is subjected to.

The earliest study of interfacial failure appears to be by Williams [1], who examined 
the local fields near the tip of a traction free semi-infinite interfacial crack, lying between 
two perfectly bonded elastic half spaces. He observed that, unlike in homogeneous 
materials, the interfacial crack exhibits an oscillatory stress singularity. Since then, Sih 
and Rice [2], and Rice and Sih [3], have provided explicit expression for the near tip 
stresses and related them to remote elastic stress fields. The works of Erdogan [4] and 
England [5] have also further examined two-dimensional singular modes for single or 
multiple crack configurations in bimaterial systems. Recent progress in interfacial frac-
ture includes work by Rice [6], Hutchinson and Suo [7], and Shih [8], Liu, Lambros and 
Rosakis [9], Veljković [10], Veljković and Nikolić [11, 12]. 

1. ELASTIC FRACTURE MECHANICS CONCEPT FOR INTERFACIAL CRACK 

The near tip linear elastic stress field for the crack along an interface between dissimi-
lar materials is considered. The simplest model of such cracks are surfaces across which 
no tractions are transmitted. Solutions of that model predict material inter-penetration, 
close to crack tip. That feature can be ignored in interpreting the solutions, because the 
predicted contact zone is small, compared to relevant physical sizes. 

The specific problem of crack lying along bimaterial interface of isotropic material is 
presented in Fig. 1. Let a material with Young’s modulus E1 and Poisson’s ratio ν1 
occupy the upper half-plane, y > 0, and let material with E2 and ν2 occupy the lower half-
plane, y < 0. The two materials are bonded along the positive x-axis, and the crack lies 
along the negative x-axis. 

The near tip stress field for an interface crack between the two dissimilar isotropic 
materials is a linear combination of two types of fields: a coupled oscillatory field defined 
by a complex stress intensity factor K, and a non-oscillatory field scaled by a real stress 
intensity factor KIII. The near stress field for an interface crack has the form: 

I II
III

1 Re( ) ( , ) Im( ) ( , ) ( )
2

i iKr Kr K
r

ε ε
αβ αβ αβ αβσ θ ε θ ε

π
⎡ ⎤= Σ + Σ +⎣ ⎦

III θΣ  (1) 
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Figure 1. Interface crack between two dissimilar materials. 

Here r and θ are polar coordinates and α, β = x, y, z, ΣαβI,II,III(θ) are the angular func-
tions, which correspond to tensile tractions, in-plane shear tractions and anti-plane shear 
tractions across the interface, respectively, so that the tractions at a distance r ahead of the 
crack tip take the form: 

III
0 0( ) ( )

2 2
     

i

yy xy yz
KKri

r r

ε

θ θσ σ σ
π π= =+ = =  (2) 

and in this sense, ΣαβI,II,III(θ) may be said to correspond to modes I, II and III of the crack 
growth. The angular function ΣαβI,II(θ) for material–1 takes the form: 
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 (3) 

For material–2, everywhere simply replace -π with π, and vice-versa. The mode III 
functions ΣαβIII(θ) are the same as for a homogeneous solid: 

III III III III

III III

( ) ( ) ( ) ( ) 0,

( ) sin , ( ) cos
2 2

rr r zz

rz z

θθ θ

θ

θ θ θ θ
θ θθ θ

Σ = Σ = Σ = Σ =

Σ = Σ =
 (4) 

Figures 2 and 3 show angular variations of stresses for an arbitrary bimaterial combi-
nation. 
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Figure 2. Angular variations of stress for arbitrary bimaterial combination, 

Eq. (1), by use of programme package Mathematica 

      
Effective stress     stress σxx 

    
stress σyy     stress σxy

Figure 3. Angular variations of stresses for arbitrary bimaterial combination (program PAK) 

Stress jump across the interface is a characteristic feature of the interface crack, as 
shown in Figs. 2 and 3. The stress component σxx is taken to be discontinuous across the 
bond line at y = 0, while the strain component εxx is continuous along such a line, i.e., 

1 2( ) ( )xx xxε ε=  (5) 

 63 
 



From the strain–stress relations (Hooke’s law) it follows that: 

2 2
2 1 2 1

1 1
( ) ( )xx xx

E E
E E

σ σ ν ν
⎛ ⎞

= + −⎜ ⎟
⎝ ⎠

yyσ  (6) 

for plane stress conditions, and 
2

2 1 2 1 2 2
2 1 12 2

1 22 2

1 (1( ) ( )
11 1 1

)
xx xx

E E
E E

ν ν ν νσ σ ν
νν ν

⎛ ⎞ ⎛ ⎞− += + −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟−− −⎝ ⎠ ⎝ ⎠
yyσ  (7) 

for plane strain conditions. 
There is no unique physical interpretation for bimaterial interfacial crack, such as in 

the case of homogeneous materials. Namely, symmetry and anti-symmetry modes are 
entirely separated for homogeneous material. For interface crack, the symmetry and anti-
symmetry modes are coupled. However, angular functions ΣαβI,II(θ) also depend on elastic 
properties of the bimaterial combination through the parameter ε. The parameter ε is 
called the bielastic constant or the oscillatory index, and is given by: 

1 1ln
2 1

βε
π β

⎛ ⎞−= ⎜ ⎟+⎝ ⎠
 (8) 

Here β is one of two Dundurs parameters: 

2 1 1 2 2 1 1 2

2 1 1 2 2 1 1 2

( 1) ( 1) ( 1) ( 1,
( 1) ( 1) ( 1) ( 1

    )
)

µ κ µ κ µ κ µ κα β
µ κ µ κ µ κ µ κ

+ − + − − −= =
+ + + + + +

 (9) 

where: µi is the shear modulus, κi = 3 – 4νi for the plane strain, and κi = (3 – νi)/(1+νi) for 
the plane stress and νi is Poisson’s ratio, and subscripts 1 and 2 refer to materials 1 and 2, 
respectively. 

In Eq. (1), KIII presents the mode III stress intensity factor, which has the same form as 
for homogeneous solid. As opposite to homogeneous material, where mode I and II 
factors are separated (KI and KII), there is a single complex intensity factor K for the in-
plane modes. In-plane modes are coupled together for interfacial crack. The two stress 
intensity factors have different dimensions K = [stress]⋅[length]1/2 – iε and K = [stress]⋅ 
[length]1/2. 

The complex stress intensity factor is a property of interface cracks. That complex 
stress intensity factor has the generic form: 

i iK YT L L eε ψ− −=  (10) 
where T is a magnitude of stress, applied due to the specimen load, L is a characteristic 
length (crack length, layer thickness), Y is a dimensionless real positive quantity, and ψ is 
the phase angle of KLiε, though it is often called the phase angle of the complex stress 
intensity factor, or the phase angle of the applied load. Both Y and ψ are dependent on app-
lied load in general, on ratios of elastic modules and of characteristic cracked body sizes. 

Considering Eqs. (1) and (2), one may conclude that for bimaterial case, KI and KII are 
not constant. In fact, these variables are functions of r, denoted as K1 and K2 are given by: 

[ ]
[ ]

1 I

2 II

( ) Re( ) cos ln( )

( ) Im( ) sin ln( )

i

i

K K r Kr YT L L r

K K r Kr YT L L r

ε

ε

ψ ε

ψ ε

= ≡ = −

= ≡ = −
 (11) 

Evidently, the ratio σyx/σyy = K2/K1 = tg[ψ – εln(L/r)] varies with r near the tip. The 
quantity ψ – εln(L/r) is the local phase angle of the field. 
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To better characterize phase angles variation with distance, i.e. the so-called phase 
index, it is helpful to write the interface traction vector in the following way: 

1 2 3{ , , } { , , }yx yy yzt t t σ σ σ= =t  (12) 
For t = t1 + i⋅t2, it is: 

2
r

i
i Krt t e

r

ε
ψ

π
= =  (12’) 

the phase angle ψr is a measure of the ratio of the normal to in-plane shear tractions at a 
distance r ahead of the crack tip. When the distance changes from r1 to r2, the phase angle 
changes: 

1 2
2

1
lnr r

r
r

ψ ψ ε
⎛ ⎞

− = ⎜ ⎟
⎝ ⎠

 (13) 

Convenient for a wide range of materials, the phase angle variation with distance is 
the quantity (180/π)εln(10) = ε*. It has the interpretation as the phase change in degrees 
for a decade increase in distance. As an example, for ε = 0.05 as for glass/Al2O3 interface, 
the phase index is ε* = 6.6°. For ε = 0 the mode mixity can be defined in the usual way. 
When all the three modes are present, the mode mixity is fully specified by two solid 
angles, ψ and φ, in the space of the interface traction vector t = {σyx,σyy,σyz}: 

00

tg cosyx yz

yy rr

σ σ
ψ φ

σ
→→

⎛ ⎞ ⎛ ⎞
= =⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠ t

 (14) 

An equivalent definition can be given in (KI, KII, KIII) space as: 

II III
2 2 2I I II II

tg cosK K
K K K K

ψ φ= =
+ + I

 (15) 

The angles ψ and φ are presented in Fig. 4. These definitions also apply to cracks in 
homogeneous materials. 

ψ

φ
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KIII

KI

φ

KIII

ψ

Re(KLi )ε

Im(KLi )ε

 
(a)     (b) 

Figure 4. Mode mixity defined as solid angles in K space: (a) for ε = 0, (b) for ε ≠ 0. 

For ε ≠ 0 tension and shear effects are inseparable near the interface crack tip. A 
measure of the relative proportion of shear to normal tractions (or mode II to mode I) 
requires the specification of a characteristic length quantity . For oscillatory fields the 
mode mixity is uniquely specified by: 

L̂

ˆ 0

ˆtg cosyx yz

yy rr L

σ σ
ψ φ

σ
→→

⎛ ⎞ ⎛ ⎞
= =⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠ t

 (16) 
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The length  is arbitrary, but must be invariant for a specific material pair, i.e.  
must be independent of the overall specimen sizes and specimen types. A length between 
the inelastic zone size and the specimen size is a sensible choice of . For example, 

 = 100 µm is suitable for many brittle bimaterial specimens in the laboratory research. 

L̂ L̂

L̂
L̂

Using the stress field (1), or the tractions in (2), the mode mixity ψ̂  and φ, can also be 
defined in K space, Fig. 4: 

III
2 2

III

ˆIm( )ˆtg cosˆRe( )

i

i
KKL

KL K K

ε

εψ φ= =
+

 (17) 

A consequence of the oscillatory field is that the traction ratio t1/t2 varies slowly as r 
moves away from the tip. Let 1ψ̂  and 2ψ̂  be associated with  and , respectively. 
Based on the first of two Eqs. (17), it can be written: 

1̂L 2L̂

2
2 1

1

ˆ
ˆ ˆ ln ˆ

L
L

ψ ψ ε
⎛ ⎞

− = ⎜ ⎟⎜ ⎟
⎝ ⎠

 (18) 

what would not make a big difference for various ’s. For example, for an epoxy/glass 
interface ε = 0.06, for the mode mixity change of ten, the change in distance amounts to 

L̂

2ˆ ˆ1ψ ψ−  = 7.9°. 
From the above discussion, it can be concluded that the near tip stress field for 

bimaterial interface crack for mode mixity is dependent on the phase angle of the load. In 
Fig. 5, the hoop stress is plotted against the angle θ for several phase angles. 
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Figure 5. Angular variation of hoop stress for several phase angles. 

Let δα denote components of the relative displacement between the two initially coin-
cident points along the crack faces. For isotropic solids: 

III
* *

21 4 2 ,
(1 2 )ch( )

i

y x z
KKr r ri

i E

ε
δ δ δ

ε πε π πµ
+ = ⋅ =

+
2  (19) 

where 

* *
1 2 1

2 1 1 2 1 1,       
E EE 2µ µµ

= + = +
′ ′

 (20) 

and E′ = E/(1 – ν2) for plane strain and E′ = E for plain stress. 
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The energy release rate is related to K and KIII by: 



2 2
III

2 *
1

ch ( ) 2
K KG
Eπε *µ

= ⋅ +  (21) 

Overlapping of the crack faces and contact in isotropic bimaterials does not involve 
the mode III field. The present discussion is confined to the coupled in-plane modes. 
According to Eq. (19) interpenetration of the crack faces, δy < 0, will occur at sufficiently 
small r. Writing δ = δy + iδx and using (19) one obtains: 

cos arctg(2 ) lny
L
r

δ δ ψ ε ε⎡ ⎤⎛ ⎞= − − ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 (22) 

The contact zone size, if it is sufficiently small with respect to crack size L, is estimat-
ed to be the largest r for which the opening gap δy just turns negative. For ε > 0: 

arctg(2 )
2

Cr Le

π ψ ε

ε

+ −
−

=  
(23) 

For ε < 0, just replace ε with –ε, and ψ with –ψ in Eq. (23). As an example, if L = 
1 cm, ⎢ψ⎟ ≤ π/4 and ⎟ε⎟ ≤ 0.03, then rC < 1⊕, which is smaller than all physically relevant 
length scales. 

We may conclude from the above discussion that the crack tip state is characterized by 
the complex K, if rC/L << 1; Rice [6] has suggested using rC/L < 0.01. Combining this 
condition with Eq. (23) leads to the following range of ψ, in which K is applicable: 

for ε > 0     –π/2 + 6.6ε < ψ < π/2 + 2ε (24) 
for ε < 0     –π/2 + 2ε < ψ < π/2 + 6.6ε (25) 

In the above equations arctg(2ε) is approximated by 2ε. 
Let rk denote the characteristic radius of the region controlled by Eq. (1). Then rk will 

be some function of relevant dimensions of the crack geometry. At distances sufficiently 
close to the tip; the field, Eq. (1), does not apply because of the presence of: 
• a material non-linear zone (plasticity) rp; 
• a contact zone rC; and/or 
• small-scale heterogeneities and irregularities ri (grains, voids, micro-cracks, inter-diffu-

sion zones). If those zones and/or irregularities are sufficiently small compared to a 
characteristic crack dimension L, then an annular region exists: 

rk > r >> rp, rC, ri (26) 
in which (1) is dominant. In other words, if (26) is satisfied, the complex K uniquely 
measures the fields in an annular region surrounding the crack tip. Estimates of rk for 
finite width crack geometries have been obtained by O’Dowd et al. [13]. Their studies 
show that: 

rk ≈ L/10 (27) 
where L is the shortest of the crack lengths, the uncracked ligament length, the layer 
thickness or the distance between the crack tip and the point of load application. Combi-
ning (26) and (27): 

L/10 > rk >> rp, rC, ri (28) 
The condition for the existence of a K annulus is: 

L > 100 × (rp, rC, ri) (29) 
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Observe that the contact zone size depends on the phase of the applied load but not on 
its magnitude, (23), while the size scale of irregularities is a property of the bimaterial. In 
contrast, the plastic zone size is proportional to ⎢K⎟2, i.e. it scales with the square of the 
magnitude of the applied load. If the interface is relatively tough or if one material has 
low yield stress, a sizeable plastic zone can develop before the onset of fracture. 

To summarize, note that if the size requirements (29), then concerning the crack 
geometry, material mismatch and applied loads is communicated to the crack tip through 
K only. Details that have no effect on K also have no effect on the near tip field since the 
latter is uniquely characterized by K. Therefore, K provides boundary conditions for the 
inner region where fracture processes occur, i.e. the onset of fracture can be phrased in 
terms of K. These arguments are identical to those made for the stress intensity factor in 
linear elastic fracture mechanics. In LEFM methodology, and in the developing subject of 
interface fracture mechanics, the underlying idea is the K dominance. 

It has been observed in experiments that cracks in isotropic, homogeneous, brittle 
solid seek to propagate on planes ahead of which local mode I conditions prevail. Conse-
quently, one single parameter, KIc can be designated to each material to quantify its resis-
tance to fracture. By contrast, whenever planes of low fracture resistance exist, cracks 
may be trapped on such planes regardless of the local mode mixity. Orthotropic materials, 
such as composites and brittle crystals, provide examples where definite weak planes 
exist: longitudinal planes for composites and cleavage planes for crystals. Interfaces offer 
another example, when they are brittle compared with the substrates. A documented 
experimental fact is that fracture resistance for such weak planes depends strongly on 
mode mixity. Therefore, the toughness values at various mode mixities fully characteriz-
ed the fracture resistance of a weak plane. 

For a given mode mixity ψ̂  and φ, the interface fracture toughness Γ is defined as the 
energy release rate at onset of crack growth. The fracture toughness ˆ( , )ψ φΓ  is a property 
of bimaterial interface. The interface toughness curve for an arbitrary interface is shown 
in Fig. 6. 
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Figure 6. Interface toughness curve 

For a given bimaterial interface, ˆ( , )ψ φΓ  is a surface in the K–space, which in prin-
ciple can be determined directly by experiments. Upon loading, a crack will not propagate 
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unless the driving force reaches the toughness surface, i.e. the mixed mode fracture 
condition is: 

ˆ ˆ( , ) ( , )G ψ φ ψ φ= Γ  (30) 
The fracture resistance is unambiguously specified by a surface ˆ( , )ψ φΓ  together with 

a length  for the definition L̂ ψ̂ . Specifically, ˆ( , )ψ φΓ  is the critical value of the energy 
release rate required to advance the crack in the interface under the mode mixity ψ̂  and 
φ. Interface fracture toughness of several bimaterial systems has been measured by Wang 
and Suo [14], Cao and Evans [15], Liechti and Chai [16], and Stout et al. [17]. 

2. INTERPRETATION OF INTERFACIAL FRACTURE BY THE RICE–
THOMSON MODEL 

The major difference between a monolithic solid and an interface is that the response 
of an interface crack depends not only on structure of the interface, but also on the direc-
tion of the crack propagation and local loading conditions. The directionality of interfa-
cial cracking may be understood in terms of the competition between dislocation emis-
sion from the crack tip and decohesion of the interface [3]. Recently developed Rice–
Thomson model significantly helps in understanding the problems of the misorientation 
and cracking direction dependence of fracture behaviour. This model treated dislocation 
emission on a slip plane that intersects the crack front, as it will be shortly described. 

2.1. The Rice–Thomson model 

Immediately ahead of the tip, two different deformation mechanisms are acting, Fig. 7. 
The near tip field for stationary cracks is divided into angular sectors in which the 

stress is constant and changes discontinuously at sector boundaries. The resulting sector 
arrangement is shown in Fig. 7a and b, for ideally plastic materials with crack tip along 
the [110] direction. Active slip plane traces are marked within each sector. Regular shear 
means the zone is parallel to the corresponding slip plane trace (Fig. 7c); kinking shear 
means the zone is perpendicular to the corresponding slip plane trace (Fig. 7d) and com-
plex shear is a combination of shearing along two slip planes, involving regular or kink-
ing shear, depending on whether the zone is perpendicular or parallel to slip planes trace. 

In the ductile configuration the zone of concentrated shearing ahead of the tip corres-
ponds to regular shearing, it can be accomplished by moving dislocation, nucleated at the 
crack tip along the slip plane, or by activation of a small number of internal sources, 
which allow dislocation to glide towards and away from the tip along that slip plane. 
However, the corresponding zone in the brittle orientation requires a kinking shear type 
mode, which must be accomplished by dislocation dipoles nucleated from a profusion of 
internal sources, and may not fully relax the crack. When the number of sources is limited 
or when their activation energy is large it might be difficult to generate and move these 
types of dislocations, leading to brittle fracture. 

The Rice–Thomson model states that the ductile versus brittle response of an inter-
facial crack is determined by the competition between dislocation emissions from the 
crack tip and atomic decohesion of the interface. The energy release rate for dislocation 
emission from the crack tip Gdisl, and the energy release rate for cleavage, Gcleav, are 
compared to determine whether dislocation emission from the crack tip or atomic decohe-
sion will occur first. If Gdisl < Gcleav, then dislocation emission will occur first, thereby 
blunting the crack tip and reducing the high crack tip stress field required for cleavage. In 
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this case, the interface is interpreted as intrinsically ductile. If Gdisl > Gcleav then atomic 
decohesion will occur first, thereby producing cleavage-like intergranular brittle fracture. 
In this case, the interface is judged as intrinsically brittle. This competition process is 
shown schematically in Fig. 8. 
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Figure 7. Sector arrangement for ideally plastic material with crack tip along the [110] direction: 
a) brittle orientation; b) ductile orientation; c) regular shearing mode; d) kinking shearing mode 
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Figure 8. a) Schematic representation of a stationary, atomistically sharp crack;  

b) the competition between dislocation emission from the crack tip;  
c) decohesion of the interface ahead of the crack 

The competition between cleavage and dislocation emission depends on type of 
crystal interface and crack growth direction in the interface. These effects are divided into 
a geometric and a structural factor. The first is a measure of relative orientation of the 
crack and available slip planes in adjoining crystals and determines the energy release 
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rate for dislocation emission from the crack tip. The second is a measure of the interface 
structure and determines the propensity for impurity segregation to reduce the decohesion 
energy of the interface, Wang and Anderson [19]. 

The energy release rate for cleavage can be calculated from the criterion for crack 
growth in the absence of plasticity, Rice [21]: 

2cleav intG γ≥  (31) 
where 2γint is the decohesion energy of the interface and is the reversible work of separat-
ing against atomic cohesive forces, the interface along which the crack grows. 

Detailed thermodynamic analyses have shown that if the separation process is rapid, 
compared to the diffusion time scales for the solute in the bulk or along the interface, so 
that the grain boundary excess Γ remains unchanged, the reversible work of separation is 
given by: 

( )2 2int o b sg gγ γ≅ − ∆ − ∆ Γ  (32) 
where 2γo = 2γs – γb is the work of separation in absence of an impurity; γs and γb are, 
respectively, the surface and grain boundary free energies at Γ = 0, ∆gs and ∆gb are the 
segregation energies from the bulk to the surface and to the boundary, Γ is the solute 
excess in the grain boundary or on the free surface. Each of the terms on the right hand 
side of Eq. (32) accounts for the structural dependence of the decohesion energy of the 
interface. 

The critical local crack tip loading for dislocation emission can be expressed as a criti-
cal energy release rate at which stable equilibrium of dislocation loop becomes unstable. 
For the simplified geometry adopted in Fig. 9, the dislocation loop shape is described 
only by a semicircle of radius r. In this case, the condition for spontaneous dislocation 
emission is obtained by, first, minimizing the total energy of the cracked body with 
respect to r, and next, finding the condition where the second order derivative of energy 
changes from positive to negative, Rice [21]. 
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Figure 9. Geometry used for the analysis of dislocation emission on an inclined slip plane 

For the case shown in Fig. 9, where the crack tip lies along the intersection of a slip 
plane and the interface, the terms in the total energy which depend on r are given by: 

( )total self ledge stressE r E E W= + −  (33) 
where Eself is self energy of the loop, including the energy of the dislocation core along 
the loop and image effects present from the free surfaces of the crack; Eledge is the energy 
of the ledge created by crack tip blunting due to dislocation emission, and Wstress is the 
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Peach–Koehler type work of expanding the loop through the crack tip stress field. The 
last term represents the driving force for dislocation emission. 

All terms on the right hand side of Eq. (33) depend on the geometry of the crack and 
available slip systems. 

The self energy of a semicircular shear dislocation loop emanating from a crack front, 
which is contained in an active slip plane, has been shown to be one–half of the energy of 
a full dislocation loop in an uncracked body plus a term characterized by a correction 
factor m, Rice [21]: 

2 2
8 8ln ln lnself o o o

o o

r rE rA rA m rA
e r e r

π π π
⎛ ⎞

= + =⎜ ⎟⎜ ⎟
⎝ ⎠

m  (34) 

where r is the radius of the dislocation loop; ro is the dislocation core cut-off radius; Ao is 
the pre-logarithmic energy factor of the loop, determined from the elastic constants of the 
material; the crystallographic orientation of the loop plane and magnitude b of the Bur-
gers vector, b. For the isotropic case Ao is: 

( )
2 2

8 1oA b νµ
π ν
−=
−

 (35) 

where µ is the elastic shear modulus, and ν is Poisson’s ratio. 
The dependence of self-energy on the crystallographic orientation of the loop is 

contained in Ao, ro and m. However, in cases where dislocation motion in a given material 
is limited to a single family of crystallographic planes, Ao is constant. Value of disloca-
tion core cut-off, ro, is a function of the line- and Burgers vector orientations. For single 
family of crystallographic planes, it is reasonable to approximate ro as a constant. 

The strongest orientation dependence enters through m, and is expressed in terms of 
the angle θ between the inclined slip plane and uncracked extension of the crack plane, 
and the angle φ between the normal to the crack front, and the b-vector, Fig. 9. For a 
semicircular shear dislocation loop, m has the form Anderson, Wang and Rice [22]: 

( ) ( )2 2
1, exp 1.23cos ln 0.86sin ln 2cos 2m mθ φ φ φ θ⎡ ⎤≅ ⋅ + ⋅⎣ ⎦  (36) 

where 

1
1 32cos exp sin sin

2 2 2 2
m θ θ θ⎡ ⎤= −⎢ ⎥⎣ ⎦

 (37) 

is a correction factor for a straight edge dislocation, parallel to the crack front and with φ = 0. 
Evaluation of the ductile or brittle behaviour of various interface in a given polycrystal 

will depend on values of θ and φ. The self-energy will vary with m(θ,φ), and will there-
fore be a monotonically decreasing function of θ and φ. 

From the geometry in Fig. 9, the ledge energy per unit length of the blunted crack 
front is (Wang and Anderson [19]): 

cos sinledge ledgeE bγ φ θ=  (38) 
where γledge is the free energy per unit area of the ledge, and together with the factor bcosφ 
- is the fully formed ledge area per unit length of the blunted crack front. The factor sinθ 
is included to approximate the effect of the proximity of the crack walls to the ledge at 
low values of θ, (Rice [21]). 

An important contribution to the geometric dependence of dislocation emission is 
from the work, Wstress, of the Peach–Koehler force on the expanding loop. This term is 

 72 
 



calculated by integrating, over the loop area, the product of the resolved shear stress, τ on 
the slip plane in the direction of b times the displacement b. The resolved shear stress pro-
duced by a near tip field characterized by local stress intensity factor K may be written as: 

( ) ( )I II III III
1 Re Imi iKr S Kr S K S
r

ε ετ ⎡ ⎤= + +⎣ ⎦  (39) 

where r is the distance from the crack tip, and Sα (α = I, II, III) represent the geometric 
Schmid factors, Anderson, Wang and Rice [22]: 

( )

( )
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1 cos
2
1 cos
2
1 cos sin

22

r

r
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S

S

θ

θ

θ φ
π

θ φ
π

θ φ
π

=

=

=

∑

∑  (40) 

where  and  are angular functions: ( )I
rθ θ∑ ( )II

rθ θ∑

( ) ( ) ( )

( ) ( ) ( )
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2II

sh 3sin sin cos sin
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ch 3cos cos sin sin
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e
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θ
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θ
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 (41) 

In the case of the dislocation emission from the crack tip, for all r of order b, the 
Burgers vector, or the dislocation loop in consideration, iKr Kbε ≅ ε . Based on this 
approximation, the loading phase angle ψ, might be defined by 

*chi iKb K e GE eε iψ ψπε′ ′= = ⋅  (42) 

Here ( ) ( )* 211 2 1 22 ;  i i iE E E E E E E ν= + = − ( )ln L bψ ψ ε′ = −;  is the atomic scale 

phase angle; L is the characteristic length connected with the dimension of the specimen; 
ψ is the loading phase angle. 

Using (34), (38), (39) and that the critical condition for nucleation of dislocation is 
determined by rendering the first and second derivatives of Etotal with respect to r equal to 
zero, the critical stress intensity factor is given by: 

( ) ( )I II III IIIRe Im 0.76i i o
disl o

A mKb S Kb S K S
b r

ε ε⎡ ⎤+ + =⎣ ⎦ Λ  (43) 

where 
0

2 cos sin
exp expledge ledge

o

b E
A A

γ
π π

Φ Θ⎛ ⎞
Λ = =⎜ ⎟

⎝ ⎠

⎛ ⎞
⎜ ⎟
⎝ ⎠

. 

The Eq. (43) may be used to observe a directional dependence of crack growth and 
phase angle effects. 

2.2. Application of the Rice–Thomson model to bicrystals and bimaterials 

2.2a. Dislocation nucleation and emission from crack tip in copper bicrystals, Fig. 10 
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In the calculations, the core cut-off is assumed to be equal to the Burgers vector, ro = b. 
The ledge energy, γledge = 0.1γs, where γs = 1.725 J/m2 and isotropic elasticity is presumed. 



For Cu [110] symmetrically tilted bicrystals (Wang [18]), where the crack front lies 
along the tilt axis, the likely dislocations to be activated are partial dislocations with 
b = a〈112〉/6 and φ = 60° and φ = 0°. The partial dislocations with φ = 0°, such that the 
Burgers vector is perpendicular to the crack front, have a lower value of energy release 
rate for dislocation emission then those with φ = 60° and are favoured to pop out first. 
However, the partial dislocation with φ = 0° reaches the stable equilibrium due to the 
stacking fault cracked. Upon nucleation of partial dislocation with φ = 60°, the stacking 
fault is removed and the dislocation pair expands unstably from the crack tip. 

 

[0 11]  [221]  (111)(11 1)
 crack orientation

[1 14]  

 (111)  (1 11)[1 10]  

(111)
(111)  

[221]  (11 1)
(111)  

[221]  
(111)  (111)  

19.5° (1 11)  19.5° (1 11)  
54.7° 15.8° 15.8° 54.7° 

[1 14]  
[114]  brittle orientation ductile orientation 

Figure 10. A schematic illustration of the crystallographic configurations 
in the Cu 9[110](221)Σ  bicrystals. 

The critical energy release rate for dislocation emission is determined by minimum 
value of Gdisl required to nucleate the partials with φ = 60°. The results are shown in Fig. 11. 

The directionality observed in Σ9 copper bicrystals might be understood by comparing 
predictions for opposite cracking directions. For cracking in the [ 114 ] direction, the most 
likely dislocation to be activated are partials on the (1 1 1 ) slip plane with θ = 54.7°, 
φ = 60° and Gdisl = 3.8 J/m2. If the crack growth direction is reversed in the [1 14 ] direc-
tion, the most active slip systems remain the same, but in this case, θ = 125.3° and the pre-
dicted value of Gdisl is 8.3 J/m2. Dislocation emission is preferred in the [ 114 ] direction. 

An important observation in Fig. 11 is that crack tip response for Σ9 boundary is 
ductile when the interface crack is initiated by fatigue in the [ 114 ](–) direction, but is 
brittle when the crack is oriented in the opposite (+) direction. This is in agreement with 
the experimental results. 
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Figure 11. The Gdisl versus θ for Σ9[110]/( 221 ) bicrystals and φ = 60° 
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2.2b. Dislocation nucleation and emission from crack tip in Fe-2.7% Si bicrystals, Fig. 12 2.2b. Dislocation nucleation and emission from crack tip in Fe-2.7% Si bicrystals, Fig. 12 
For [100] symmetrically tilted Fe bicrystals the likely dislocations to be active from 

the crack tip lying along [100] might be those with b = a〈111〉/2 and φ = 35.26° on {110} 
plane, Wang and Mesarović [20]. The critical Gdisl versus θ curve predicted by the Rice–
Thomson type model is presented in Fig. 13. Here the core cut-off is ro = 2/3b (dashed 
line) or ro = 1.045b (solid line), the ledge energy is γledge = 0.4γs and an isotropic elasticity 
is presumed. 

For [100] symmetrically tilted Fe bicrystals the likely dislocations to be active from 
the crack tip lying along [100] might be those with b = a〈111〉/2 and φ = 35.26° on {110} 
plane, Wang and Mesarović [20]. The critical Gdisl versus θ curve predicted by the Rice–
Thomson type model is presented in Fig. 13. Here the core cut-off is ro = 2/3b (dashed 
line) or ro = 1.045b (solid line), the ledge energy is γledge = 0.4γs and an isotropic elasticity 
is presumed. 
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Figure 12. A schematic illustration of the crystallographic configurations in the Fe-2,7% Si 
Σ5[100]/(021) 

Figure 12 shows that when the crack propagates in negative direction, [012 ], the active 
slip plane would be ( 011 ) with θ = 71.57° and Gdisl = 6.3 J/m2 for ro = 2/3b, i.e. Gdisl = 
3.37 J/m2 for ro = 1.045b. In the positive direction, [012 ], the active slip plane would still 
be ( 011 ) but in this case θ = 108.43° and Gdisl = 9.6 J/m2 for ro = 2/3b, i.e. Gdisl = 5.15 J/m2 
for ro = 1.045b, about twice then in the negative direction. Thus, the crack growth in this 
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bicrystal is expected to be ductile in the negative direction and brittle in the positive 
direction. 
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Figure 13. The Gdisl versus θ for FeΣ5[100]/(021) bicrystals and φ = 35.26° 

2.2c. Dislocation nucleation and emission from the interfacial crack tip in copper/ 
sapphire bimaterials, Fig. 14 

For the Cu/Al2O3 bimaterials system under pure bend conditions, the phase angle is 
52° and the atomic scale phase angle is ψ′ = –79°, Mesarović and Kysar [23]. Assuming 
the sapphire is purely elastic and dislocation can only be activated in Cu, the critical ener-
gy release rate for dislocation emission from the ( 221 )Cu crack tip versus θ is presented 
in Fig. 14. 
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(1 1 1)  

15.8° 54.7° 

notch Al2O3 (0001) interfacial crack 

Figure 14. A schematic illustration of the Cu/sapphire specimen 

The active slip systems have changed from the (1 1 1 ) slip plane to the (1 11 ) slip plane 
with θ = 125.3° and θ = 15.8°, respectively. Due to the large negative phase angle ψ′ = –79°, 
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the (1 1 1 ) system are favorable for nucleation, so that θ = 125.3°. From Eq. (57), energy 
release rate for positive [1 14 ] direction is Gdisl = 0.86 J/m2. For ( 221 )Cu interface and 
negative [ 114 ] crack direction, the active slip systems have changed the (1 1 1 ) to the 
( 111 ) slip plane with θ = 54.7° and θ = 164.2°, respectively. Due to the large negative 
phase angle ψ′ = –79°, the system (1 11 ) are favourable for nucleation, so that θ = 164.2°. 
From Eq. (43), energy release rate for negative [ 114 ] direction is Gdisl = 4.9 J/m2. 

From Figs. 10 and 15 it may be concluded that the cracking of copper bicrystals is 
ductile in a negative direction, while in Cu/sapphire bimaterials, cracking behaviour is 
brittle in the negative direction. As in bicrystals, Gdisl is a function of θ, but due to mode 
II loading conditions that are the most in the bimaterials, the minimum value occurs at 
large values of θ angle, θ ≈ 130°. The minimum value of Gdisl for bimaterials is much 
lower then for bicrystals. 

0

2

4

6

8

10

12

14

16

 

Gdisl.
[J/m2] 

[114]

[1 14]

 0 θ [°] 30 60 90   180   120   150 

Figure 15. The critical Gdisl versus θ for Cu/sapphire interfaces loaded in pure bending. 
The atomic scale phase angle is  –79°. 

The phase angle effect plays an important role in bimaterial systems. The phase angle 
effect is shown in Fig. 16, which gives Gdisl versus ψ′′ for various slip plane inclination 
angles. Solid lines correspond to angles associated with direction [1 14 ] and dashed lines 
correspond to angles associated with direction [ 114 ]. Comparison of curves at ψ′ = 0° 
and ψ′ = 79° shows that favoured directions for dislocation emission reverse when the 
phase angle is altered. 

Crack tip fields for the crack along the interface between elastically dissimilar solids 
are characterized by one real and one complex stress intensity factor, where the latter 
couples two of the classically separate crack tip modes. 

The variation of the local phase angle, indicating stress field mode coupling, at the 
near atomic scale of dislocation nucleation, is an important aspect of the problem. 

The dislocation problem arises in evaluating the competition between atomically 
brittle decohesion and plastic blunting at interfacial crack tips. Results confirm that both 
the properties of the interface and the direction of attempted cracking along it are impor-
tant for the outcome of that competition; the latter arises because of the different stressing 
of slip systems, associated with different direction of cracking. 
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Figure 16. Gdisl versus ψ′ for Cu/sapphire bimaterials. The numbers attached 
are inclination angles θ of the potentially active slip planes 

3. INTERFACE CRACKS IN BILAYERS 

Results from section 1 are used to analyse a semi-infinite interface crack between two 
isotropic elastic layers under generalized edge loading conditions, Fig. 17, Bagchi and 
Evans [24]. The problem shown in Fig. 17c is a superposition of problems shown in 
Fig. 10a and b. 
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Figure 17. Superposition scheme for the bimaterial structure with generalized edge loading 

Force and moment equilibrium dictate that (Suo and Hutchinson [25]): 

1 2 3 0P P P− − =  (44) 



1 2 1 2 3 0
2 2
h HM M P H P Mδ δ⎛ ⎞ ⎛ ⎞− + + − + − − =⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
 (45) 

Only four among these six loading parameters are actually independent. These are P1, 
P3, M1 and M3. The number of independent load parameters can be further reduced to 
only two, through superposition (Fig. 17). These parameters are force and moment: 

3
1 1 3 2

1 3 3

MP P C P C
h

M M C M

= − −

= −
 (46) 

where the C’s are dimensionless numbers. Following calculations in Bagchi and Evans 
[24], one obtains the necessary variables for calculating the complex stress intensity 
factor. Force and moment parameters are then: 

( )

( )

1

1 2

H h

xx
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H h
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P P y dy
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δ
δ
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σ

σ δ

− +

−
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−

= −

dy⎡ ⎤⎛ ⎞= − − − +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

∫

∫

 (47) 

and the energy release rate can be computed from the difference between energy stored in 
the structure per unit length far ahead, and far behind the crack tip: 

2 2

3 2
1

1 2 sin
2

P M PMG
E Ah Ih h AI

γ
⎡ ⎤

= + +⎢ ⎥
⎢ ⎥⎣ ⎦

 (48) 

with: 
2

2 3 3
1 1, , sin 6 (1

1 (4 6 3 ) 12(1 )
       )A I A

h
γ η η

η η η
= = = Σ

+ Σ + + + Σ
I+  (49) 

Thus, the corresponding stress intensity factor is: 
2 2

2
3 22 sin

2
P M PM pK
Ah Ih h AI

γ
2⎡ ⎤

= + +⎢ ⎥
⎢ ⎥⎣ ⎦

 (50) 

where: 2
1

1
p α

β
−=
−

 

The linearity and dimensional considerations lead to the following general expression: 

3 2
iP M pK a b h

Ah Ih
ε−⎡ ⎤

= +⎢ ⎥
⎢ ⎥⎣ ⎦

 (51) 

where a and b are dimensionless complex numbers, which can be found by substitution of 
Eq. (50) into (51), yielding: 

2sin ab abγ = +  (52) 
such that: 

( )and     iia e b ie ω γω += = −  (53) 
where ω is a real angular function of α, β and η, tabulated by Suo and Hutchinson [25]. 
In this paper, their results are substituted by Mathematica program simulation of ω, and it 
is presented by the following expression: 
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η α β
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Equation (51) can be written as: 

1 2 3

1
2 2

i iP M pK K iK ie h e
Ah Ih

iγ ε ω−⎛ ⎞
= + = −⎜ ⎟⎜ ⎟

⎝ ⎠
 (55) 

Taking as the reference length the film thickness h, one obtains: 

( ) ( )

( ) ( )

1 3

2 3

Re cos sin
2

Im sin cos
2

i

i

p P MK Kh
Ah Ih

p P MK Kh
Ah Ih

ε

ε

ω ω γ

ω ω γ

⎡ ⎤
= = + +⎢ ⎥

⎢ ⎥⎣ ⎦
⎡ ⎤

= = − +⎢ ⎥
⎢ ⎥⎣ ⎦

 (56) 

In accordance with Eq. (21), the mode mixity, at the prescribed length r = h ahead of 
the crack tip for the planar conditions, is given by: 

sin cos( )arctg
cos sin( )
ξ ω ω γψ

ω ω γ
⎡ ⎤− += ⎢ ⎥+ +⎣ ⎦

 (57) 

Ph I
M A

ξ =  (58) 

The mode mixity ψ is plotted in Fig. 18 as a function of α for various film/substrate 
thickness ratios η. This diagram is obtained with variable ω, calculated by Mathematica 
program package. 
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Figure 18. Mode mixity versus parameter α 

The mode mixity obtained from (57), for various bimaterial systems, is shown in 
Fig. 19. This phase angle is small for the bimaterial system, while it takes the value 
ψ = 50° for the homogeneous case and thin film/substrate systems. 
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Let us denote the energy release rate for semi-infinite crack along the interface as Gi, 
(given by Eq. 21, for the planar problem), and the energy release rate for steady-state 
substrate as G (given by Eq. 47). The ratio G/Gi is shown in Fig. 20 as a function of α for 
various film/substrate thickness ratios η. This ratio is relatively independent of the bima-
terial system properties and it varies between 0.55 and 0.83. 
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Figure 19. Variations of the mode mixity with thickness ratio η 

Let GC be the substrate toughness and let GiC be the interface toughness. If 
C

iC i

G G
G G

>  (59) 

the system is more likely to fracture by interface then substrate, and conversely. 
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Figure 20. Energy release rate ratio as a function of parameter α 

Comparing values of the energy release rate for the substrate or thin film with its 
values, one can define where the crack is going to propagate: into the substrate, into the 
thin film, or along the interface. Values of the energy release rate, the stress intensity 
factor, and mode mixity parameter can be determined in terms of only one dimensionless 
factor ω, which is a function of sample geometry and materials elastic properties. The thin 
layers problem, under conditions of residual tensile stresses, gives the appropriate model for 
solving problems in the area of composite materials manufacturing, electronic devices 
design, protective coatings problems, as well as for other applications. 
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A CONTRIBUTION OF FRACTURE MECHANICS TO 
MATERIAL DESIGN 

Aleksandar N. Radović, Nenad A. Radović, Faculty of Technology and Metallurgy, 
Belgrade, S&Mn 

INTRODUCTION 

Failure of component/structure can be attributed to numerous reasons, as showed in 
Fig. 1. Causes of failure shown in Fig. 1 can be classified in two groups, i.e. causes driven 
by design activities (positions 2 and 3) and causes driven by fabrication procedure in all 
steps (positions 1, and 4 to 6). It can be concluded that major reasons for failure are 
related to fabrication, service, and maintenance, i.e. activities depending on “human 
factor”. This latter behaviour can be improved by implementation of quality assurance 
and better operating and controlling organization. On the other hand, about 29.3% of all 
failures are caused by poor design or standards. Therefore, this segment was in the focus 
of research, primarily due to high price of very responsible constructions (nuclear and 
power plants, space and air industry, military applications). 

 

1 

2 
6 

 3 

5 
 4 

Figure 1. Causes for failure of steel structures; 1-poor quality of material 
(6.3%); 2-inappropriate project solution (design) (25.1%); 3-doubtful stan-
dards (4.2%); 4-inappropriate strength/properties (0.4%); 5-irresponsible 
manipulation, service, and maintenance (15.7%); 6-errors in fabrication and 
finalization of component/structures (48.3%), [1] 

Material design is usually based on following requirements: 
• mechanical properties: strength (YS–yield strength and/or UTS–ultimate tensile strength), 

elongation, deflection, toughness; 
• technological properties (weldability, formability, machinability); 
• physical properties (corrosion resistance, wear resistance, electrical/thermal conductivity). 

Traditional design implements the safety factor (SF) as a safety measure of a construc-
tion. The allowed stresses were calculated from the YS (or UTS) and SF ratio. This 
approach was rational only for structures in which plastic yielding was expected to occur, 
i.e. when no brittle fracture was expected. 
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The YS to UTS ratio was also used, due to the “strength reserve” between values of YS 
and UTS, i.e. if plastic yielding ocurrs, large strain and strength increase can be measured. 
This approach is almost abandoned, because, for example, microalloyed steels have much 
higher YS in comparison to C or C-Mn steels, while the UTS is of similar values. These 
steels have strongly questioned the reliability of design relations and calculation. Both 
approaches have not answered to the need for safe design against brittle fracture. 

It was A.A. Griffith who introduced in 1920 both the presence of defects, named 
cracks, and the first quantitative relationship for cracked solid materials. During the next 
80 years, modifications and improvements of Griffith’s early work has established 
fracture mechanics as a reliable methodology for quantification prediction of service 
behaviour of both material and component. Of course, since there is no perfect 
methodology, fracture mechanics should be used, bearing in mind all its limitations. 

Fracture condition for an infinite plate with through-thickness crack is given by [2-4]: 

IcK aσ π=  (1) 
where: 
KIc – minimal critical stress 
intensity factor, as 

σ – design stress,  
introduced by 

a – allowable flaw size or flaw detec-
tion sensitivity of equipment for 

material property service conditions defects introduced during fabrication 
 

This relationship may be used in one of several ways to design against a component 
failure. Its significance lies in the fact that the designer must make a decision – what is 
the most important feature in component service and design: certain materials properties; 
the design stress level as affected by many factors; or the crack size that can be tolerated 
for safe operation of the part. After making the decision, i.e. specifying two parameters in 
Eq. 1, the third parameter is easily calculated. This simple equation has imposed a major 
challenge to all material scientists. Development of material with, as high as possible, KIc 
was in the focus. In Tables 1 and 2, the roles of major alloying elements in steels and (as 
an example) one Al alloy [2], are listed. 

Table 1. Role of major alloying elements in steels [1] 

Element Role 
C Extremely potent hardenability agent and solid solution strengthener; carbides also 

provide strengthening but serve to nucleate cracks 
Ni Extremely potent toughening agent; lowers transition temperature; hardenability agent; 

austenite stabilizer 
Cr Provides corrosion resistance in stainless steel; hardenability agent in quenched and 

tempered steels; solid solution strengthener; strong carbide former 
Mo Hardenability agent in quenched and tempered steels; suppresses tempering embrittle-

ment; solid solution strengthener; strong carbide former 
Si Deoxidizer; increases yield point and transition temperature when present in solid solution 

Mn Deoxidizer; forms MnS, which precludes hot cracking, caused by grain-boundary melt-
ing of MnS films; lowers transition temperature 

Co Used in maraging steels to enhance martensite formation and precipitation kinetics 
Ti Strong carbide and nitride former, stabilizer in stainless steels 
V Strong carbide and nitride former 

Nb Strong carbide and nitride former, stabilizer in stainless steels 
Al Strong deoxidizer; forms AlN, which pins grain boundaries and keeps ferrite grain size 

small. AlN formation also serves to remove N from solid solution, thereby lowering 
lattice resistance to dislocation motion and lowering transition temperature 
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It is clear that the increase of toughness in steel requires known mechanisms: grain 
refinement and/or alloying with Ni. On the other hand, toughness is not the only require-
ment for one material. Therefore, development of material that can meet all requirements 
together with reasonably low cost is the eternal question and challenge. The response of 
material scientists in the previous century and the contribution of fracture mechanics will 
be described on the development of steel. 

Table 2. Role of major alloying elements in aluminium alloy 7178-T6 [1] 

Element Role 
Zn Found in Guinier-Preston zone and subsequently in MgZn2 precipitates; strong precipi-

tation-hardening agent 
Mg Some Mg2Si formation, but mostly found in MgZn2 precipitates and in solid solution 
Cu Exists in solid solution, in CuAl2, and in Cu-Al-Mg type precipitates, and also in 

Al7Cu2Fe intermetallic compound 
Fe Initially reacts to form Al-Fe-Si intermetallic compiounds; impurity 
Si Initially reacts to form Al-Fe-Si intermetallic compiounds, prior to be replaced by Cu. 

Also forms Mg2Si 
Cr Combines with Al and/or Mg to form fine precipitates which serve to grain refine 
Mn Exact role not clear 
Sc Grain refiner 
RE Grain refiners 

 

The first and the oldest type of steel used as structural steels are plain carbon steels. 
The increase in strength was based on increase in carbon content. Carbon in Fe is a solid 
solution, with limited solubility. During deformation, as a result of applied stress, disloca-
tions through their movement interact with obstacles, what in turn requires increase of 
applied strength for further deformation. Influence of carbon content on transition 
temperature in carbon steels is shown in Fig. 2 [5]. 

 
Figure 2. Influence of carbon content on transition temperature in steels [5] 
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It is clear that increase of carbon content increases transition temperature and lowers 
the upper shelf of impact toughness. In these steels, the microstructure depends on carbon 
content, and is mainly ferritic or ferritic–pearlitic, and in some cases even bainitic. 
Increase of carbon provides increase in carbide fraction. Carbides (cementite) are elongat-
ed with very sharp tips. They act as stress concentrators, decreasing toughness. Also, due 
to the low level of technology, it was not possible to remove S and P from the steel matrix 
during processing. Sulphur forms a low melting eutectic with Fe, distributed as a thin film 
on grain boundaries, leading to fracture. Influence of sulphur content on the transition 
temperature in carbon steels is shown in Fig. 3 [2]. 

 
Figure 3. Influence of sulphur content on transition temperature in steels [2] 
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Increase of sulphur content has the same feature as the increase of carbon content. The 
requirement for steels with the, as low as possible, level of impurities has become a 
permanent challenge up to today! Generally speaking, increase of strength in plain C–
steels, only due to increase in carbon could not deal with three major problems: low 
toughness and low transition temperature, poor weldability, and enormous weight of the 
construction itself. Also, in steels with more than 0.8% C, cementite is introduced, and 
can in some cases lead to formation of a carbide net, characterized by very sharp edges, 
behaving as stress concentrators. 



As it can be seen from Fig. 2, for structural components that require improved mecha-
nical properties (higher toughness), only low carbon steel can be used, but its strength is 
relatively low. Therefore, larger cross-sections should be used, what in turn leads to 
increase in weight of the construction and introduction of a third stress component. To 
overmatch these problems it was necessary to produce a new type of steel, C-Mn steels. 
Introduction of manganese had several roles: formation of sulphur containing inclusions, 
additional solid-solution strengthening, and lowering of the carbon level in steel, i.e. the 
carbon equivalent. 

Manganese is substitutionally soluted in Fe, but the effect on strengthening is not pro-
nounced since it depends on differences in atomic size. Mn and Fe are neighbouring 
elements in the periodic table. In structural steels, the content of Mn is in most cases 
limited to 1.5–1.7%, while larger content leads to increase of Ar3 temperature and nuclea-
tion of pro-eutectoid ferrite [6]. In other steels, the Mn content may be as high as 12%. 
The influence of Mn on transition temperature in C-Mn steels is shown in Fig. 4, [7]. 

 
Figure 4. Influence of manganese on transition temperature in C-Mn steels 

Increase of Mn content decreases transition temperature to very low temperatures. The 
main mechanism lies in the formation of MnS (manganese–sulphide). Manganese and 
sulphur have strong chemical affinity, leading to spontaneous formation of MnS inclusion 
during solidification of steel. The simplest way to completely remove S from the solid 
solution is the addition of sufficient amounts of Mn. This role of Mn ensured significant 
rise in toughness in low carbon steels, with exceptions in some medium carbon quenched 
and tempered steels. During further metal working, MnS inclusions can become elongat-
ed (rolling) or fractured and dispersed (forging). Presence of long elongated MnS inclu-
sions in as-rolled steels is very dangerous, since the edges behave as stress concentrators, 
leading to fracture or to lamellar tearing in welded constructions. The next task was to 
eliminate sulphides as critical particles. The solution was additionally alloyed with Ca or 
rare earth elements (RE). This improvement was directly based on knowledge provided 
by fracture mechanics, i.e. addition of Ca primarily influences the shape of MnS. This 
feature is shown in Fig. 5 [1]. 
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After rolling, MnS becomes elongated, with very sharp tip. This shape leads to beha-
viour close to stress concentration. On the other hand, in Ca-treated steels, during solidifi-
cation, MnS starts to grow spherically. During both hot and cold deformation, due to 
higher Young’s modulus, Ca treated particles remain spherical. This approach has been 
ever since of great practical importance, since it has focused attention on particle shape 
instead on the overall level of impurities. Therefore, since spherical second-phase 
particles are not critical for stress concentration, toughness is improved, without any 
influences on other mechanical properties. In modern structural steels, sulphur content is 
close to 0.0050%. 

   
Figure 5. Shape of MnS after rolling (RD-rolling direction): (a) no Ca added; (b) addition of Ca [1] 

The next problem steel producers faced was the presence of free oxygen, originating 
from air blowing in converter, or in furnace. In order to eliminate oxygen it was necessary 
to modify the chemical composition by adding a specific chemical element with strong 
affinity to oxygen. The answer came from the diagram of stability of oxides. Usually, Si 
or Al were used in an amount, estimated from the last chemical composition analysis 
during steel production (ladle after converter). This procedure introduced a new type of 
steels, so called killed steels, since oxide formation prevents bubbling of liquid metal. 
Furthermore, addition of Al became more interesting due to some observations showing 
that in some Al-killed steels at grain boundaries precipitation of AlN occurred, decreasing 
grain boundary mobility. This was observed in steels in which Al was added in high 
amount; air-blowing (instead of oxygen, nowadays) led to reasonable presence of nitro-
gen and strong affinity between Al and N. This was the first empirical case of grain 
boundary control, but significant industrial application did not follow. On one hand, 
physical metallurgy defined mechanisms of deformation strengthening and recrystalliza-
tion, and on the other hand, it has been a great effort to choose elements from the periodic 
table that behave similarly to Al, but with much better control. 

At first, on the laboratory scale, and later on full industrial scale, completely new 
steels were introduced, alloyed with Nb, Ti, V, Zr, B and other elements. In these steels, 
large increase in strength is due to addition of very small amounts of listed elements. 
Chronological use of microalloying (MA) elements in steels is given in Fig. 6 [8]. 

Prevailing of any element can be attributed to the price and advantages for thermo-
mechanical processing. In microalloyed steels the small addition of alloying elements 
lead to intensive grain refinement and/or precipitation hardening due to precipitation of 
stable carbides, nitrides or carbonitrides. 
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Figure 6. Chronological development of the use of microalloying (MA) elements in steels [8] 

The main motives for developing MA steels were: significant increase in strength, 
resulting in either lowered construction weight or increased carrying capacity; thermo-
mechanical treatment, a demand on the world market for steels with good weldability for 
pipelines, for which was not possible to use the “traditional” way to increase strength and 
toughness by heavier alloying- and carbon content. The microstructure of MA steels after 
hot working is typically fine-grained and consists of small and homogenous ferrite (α) 
grains. Small amount of cementite is also present (low pearlite steels are also used), 
together with fine dispersed carbonitride particles that can be observed only on electron 
microscope. The influences of niobium content and grain size on transition temperature in 
microalloyed steels are shown in Figs. 7 and 8, respectively. 

Theoretically, the best combination of strength and toughness is obtained in fine grain-
ed steel by homogeneous distribution of dislocations in the homogenous mixture of two 
phases. One phase should be precipitated within the other (combination of coherent and 
semi-coherent precipitates) in the matrix, with grain size less than 1 µm [11]. This is an 
ideal case that can be achieved only in limited aspects in microalloyed steels, while, it is 
more pronounced in quenched and tempered (Q + T) steels. Since, Q + T steels contain 
some other elements, the role of nickel is of the greatest importance. The influence of 
nickel on transition temperature in steels is shown in Fig. 9 [12]. 

Figure 10 shows mechanisms for crack arrest in materials, indicating possible ways 
for improvement of toughness. Crack deflection and meandering are the dominant mecha-
nisms of crack propagation in steels, confirming the experience that the best combination 
of strength and toughness is observed in quenched and tempered steels. 

Crack arrest in these steels is caused by extended energy required for fracturing of 
carbides. Since carbides have large Young’s modulus, the energy spent for their fracture 
is very high. This mechanism is positive, but costs of these steels are extremely high, and 
the processing window is very narrow. Both facts have determined very limited use of 
quenched and temepered (Q + T) steels. Therefore, large scale production of materials 
with similar microstructure was needed. The answer to FM demands was established in 
the mid-sixties in the last century. As discussed earlier, the steels are called microalloyed, 
due to very small addition of strong carbide and nitride forming elements: Nb, V, and Ti. 

The first phase in producing (Q + T) steels is quenching, aimed to create martensite 
(supersaturated solution of carbon in the Fe matrix). Further tempering is aimed at: stress 
relieving; eliminating retained austenite; and precipitation of carbides (usually those of Cr 
and/or Mo and V). The carbides are nucleated both on grain boundaries and within grains. 
Finally, this microstructure consists of mixed ferrite and carbides. Significant number of 
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very fine and closely distributed second phase particles enables a strong dispersion-
hardening effect. On the other hand, large particles at long distances diminish the effect. 

 
Figure 7. Influence of niobium content on transition temperature in steels [9] 

 
Figure 8. Influence of grain size on transition temperature [10] 
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Figure 9. Influence of nickel content on transition temperature in steels [12] 

 
Figure 10. Mechanisms of crack arrest in materials, [1] 

As an example of design of a new steel type are steels with intermetallic phases. These 
steels contain needle-like martensite laths, smaller than 1 µm, providing high YS and 
toughness level. Properties can not be further improved by additional alloying with C or N. 
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Since needlelike martensite can be obtained only in very low carbon content, further 
increase of YS is possible only by controlled precipitation of intermetallics. This area 
requires knowledge of some new: two-, three- or even multiple alloying element systems 
and this research will generate itself, [11]. 

The measures for technological improvement are, [13]: 
• Cleanness of steel. The state of the art of steel making technology can produce very 

clean steel in terms of N + O + S + P < 50 ppm. Clean steel improves toughness of both 
base metal and heat affected zone (HAZ). 

• Inclusion shape control. Even though S content is lowered to 10 ppm, it is not possible 
to avoid formation of MnS in the central segregation zone. As pointed out previously, 
MnS tends to elongate, and behaves as a stress concentrator and lowers the toughness. 

• Centerline segregation in slab. The continuously cast slab always has centerline segre-
gation, characterized with higher concentration of Mn, C, P, and S. The intensity of 
centerline segregation can be reduced by cleaner steel, by reduction of slab thickness 
during steel casting and accelerated cooling, or by combination of these processes. 

• Slab reheating temperature. Reheating temperature in furnace must provide both homo-
genous grain size and dissolution of alloying elements. 

• Accelerated cooling. It increases the undercooling and nucleation rate, enabling additional 
refinement. One result is the absence of a clear yield point, due to bainitic transition. 

The development of steel as a structural material is summarized in Figs. 11 [14] and 12 [15]. 
Each new generation of steel follows the direction to both decrease the transition 

temperature and increase the yield point. Also, this development had to be accompanied 
with improvements in weldability and formability. Development of steels for pipelines, 
i.e., had to be accompanied by improvements in weldability (Fig. 12), therefore, the 
carbon content is very low, while good toughness and a high yield point is achieved by 
complex alloying (by combination of Nb, V, and Ti). 

 
Figure 11. Schematic interrelationship between the yield strength and 

the transition temperature T27 for different steels [14] 

Another contribution of fracture mechanics is described in development of medium 
carbon microalloyed steels for sucker rod applications in oil industry, [16]. This rod is 
subjected to heavy dynamic loading in a very aggressive environment. Therefore, the 
requirements are very strict. On the other hand, the presence of acicular ferrite consider-
ably improves toughness, due to the shape of ferrite grains, and due to the fact that bainite 
brings corrosion resistance. A new steel containing 0.030% C, 0.33% Si, 1.5% Mn, 
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0.1% V, 0.012% N, 0.01% Ti has been designed for this purpose. Rods are connected by 
thread, thus, absence of welding has allows a relatively high carbon content. Figures 13 
and 14, in respect, show the temperature effect on CVN impact energy and microstructures. 
Steel was produced by hot forging with subsequent cooling on still air. 

 
Figure 12. Change of carbon content in structural steels during its development, [15] 

  
Figure 13. The effect of temperature on CVN impact energy of 

medium-carbon V-microalloyed steel, [16] 
Figure 14. Microstructure of 
tested steel with MnS-VN inclu-
sion and INI-intragranularly 
nucleated ferrite, [16] 

The very low transition temperature, in spite that this is not a Q + T steel, is due to 
dominant presence of acicular ferrite. It is suggested that non-metallic particles are neces-
sary for nucleation of acicular ferrite. The extent of nucleation depends on composition, 
crystal structure, and also on number, size and interparticle distance. The second condi-
tion is the grain size at annealing temperature, i.e. grains should have some optimal size, 
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rather larger than smaller, because larger grains will decrease temperature of austenitic 
decomposition to the temperature range in which acicular ferrite is a dominant structure. 
Hardenability has a similar role. Second phase particles are usually oxides and/or nitrides 
or sulphides; MnS particles served as preferential places for precipitation of VN, which 
has an extremely great potential for nucleation of intragranular pro-eutectoid ferrite (inter-
granularly nucleated ferrite–INI), which in turn serves as a nucleation site for acicular 
ferrite. Therefore, even considerable high content of sulphur (130 ppm) has not deterio-
rated the toughness, i.e. nucleation of acicular ferrite would not be possible without MnS 
particles. This conclusion is very important for further practice in design of materials. 

Based on knowledge of fracture mechanics, particles in steel are not only considered 
in the direction of smaller content of impurities, but more to the control of shape and 
distribution of second phase particles. It is much easier and reasonably cheaper to control 
the shape of inclusions, than to produce very low S steel. If the shape of second phase is 
modified into a sphere, than negligible stress concentration will occur, and presence of 
inclusions can be sometimes neglected or even necessary. 

CONCLUSION 

Fracture mechanics had introduced the relation between material properties, service 
conditions and defects in structures, originating from fabrication. In the area of materials 
design, fracture mechanics have improved the quantification of both shape and size of 
inclusion/second phase particles, allowing a less conservative approach to design, i.e. 
practical dealing in material production with the aim to produce materials with acceptable 
impurity content, distributed in controlled shape and size. This approach has opened a 
whole new area, both in materials design and methods for detecting defects in materials. 

REFERENCES 
1. Перельмутер, A.В., Автоматическая Сварка, 9-10, 107-112. (2000) 
2. Hertzberg, R.W., Deformation and Fracture Mechanics of Engineering Materials, J. Wiley and 

Sons, New York. (1996) 
3. Knott, J.F., Fundamentals of Fracture Mechanics, Butterwords, London. (1973) 
4. Drobnjak, Dj., Lecture notes, Faculty of Technology and Metallurgy, Belgrade. (1996) 
5. Burns, K.W., Pickering, F.B., Journal of the Iron and Steel Institute, 202, pp. 899-906. (1964) 
6. Palmiere, E.J., Garcia, C.I., DeArdo, A.J., Processing, Microstructure and Properties of Micro-

alloyed and Other Modern High Strength Low Alloyed Steels, The Iron and Steel Society, 
Warrendale, Pa, pp. 113-133. (1992) 

7. Allen, N.P. et al., Journal of the Iron and Steel Institute, 174, pp. 108-120. (1953) 
8. Mueschenborn, W. et al., Microalloying 95, Ed. M. Korchynsky, The Iron and Steel Society, 

Warrendale, Pa, pp. 35-48. (1995) 
9. Philips, R., Duckworth, W., Copley, F.E.L., Journal of the Iron and Steel Institute, 202, 

pp. 593-600. (1964) 
10. Petch, N.J., Fracture, ed. B.L. Averbach et al., Technology Press, Cambridge, Mass. pp. 54-67. 

(1959) 
11. Hougardy, H.P., Stahl und Eisen, 119, pp. 85-90. (1999) 
12. Roe, G.L., Notch toughness of steels, Metals Handbook 9th Edition, Vol.1, pp. 689-709. (1978) 
13. Tanaka, T., Microalloying 95, Ed. M. Korchynsky, The Iron and Steel Society, Warrendale, Pa, 

pp. 165-181. (1995) 
14. Prediction of Steel Production for Year 2000 (in Swedish), Stetsen, 59, No.2, pp. 4-10. (2000) 
15. Yurioka, N., Document IIW IX-1963-2000 (2000) 
16. Drobnjak, Dj., Koprivica, A., Fundamentals and Application of Microalloying Forging Steels, 

Ed. Chester J. van Tyne, G. Krauss and D. Matlock, TMS, Warrendale, Pa, pp. 93-106. (1996) 



 

FRACTURE MECHANICS STANDARD TESTING 
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1. FUNDAMENTALS OF FRACTURE TOUGHNESS TESTING 

Fracture toughness testing is based on the experiments performed to determine critical 
values of strain energy release rate or stress intensity factor. The precracked specimen of 
standard geometry is loaded until it breaks and the recorded data for load and displace-
ment can be used to calculate the fracture corresponding parameter from developed 
formulae. To understand exactly what measurements are made in standard practice and 
why precise limitations are put on specimen dimensions and testing conditions to give 
valid results, it is necessary to review the development of precracked specimens testing 
from the first experiments carried out by Irwin [1]. It is also to emphasize that, using the 
same type of specimen and the same procedure, different fracture parameters can be 
determined for brittle and stable (partial or total) crack growth. 

1.1. Testing of thin sheet 

In the experiments Irwin intended to test his theory of fast fracture, in which the 
failure stress σF of an infinite body with a central crack of length 2a is given by: 

crit
F

EG
a

σ
π

=  (1) 

in plane stress; Gcrit is the critical value of the strain energy release rate at fracture and E–
elasticity modulus. The equivalent expression for critical stress intensity factor Kcrit is 

crit FK aσ π=  (2) 
To simulate this situation, Irwin chose to test large, centrally-cracked thin sheets of 

aluminium. Irwin allowed for the fact that the stress-free boundaries were not at infinity 
by employing a relationship between stress intensity factor and applied stress of the form: 

tan aK W
W
πσ ⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (3) 

where W is the specimen width. It can be seen that, when (a/W) is very small, the function 
in the square root tends to πa, as for an infinite body. 

Irwin obtained the results shown in Fig. 1, which clearly indicate that σF is inversely 
proportional to √(a). The value of Gcrit calculated from the results is about 130 kJm–2, i.e. 
about five orders of magnitude greater than the surface energy of aluminium. The 
relationship in Fig. 1 enabled to design against fracture using fracture mechanics. 

This analysis rests on the assumption that the behaviour is elastic and so the speci-
men’s dimensions must be larger than the extent of plasticity before fracture. In addition 
to aluminium alloys, similar experiments were carried out on titanium alloys, maraging 
steels, and other high-strength steels, that supported well the theoretical approach. 
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Figure 1. Net-section stress at instability vs. crack length for 7075 alloy T 6, [2] 

1.2. The dependence of fracture toughness on thickness 

The results in Fig. 2 [2] show a large variation in toughness for experiments carried 
out with an aluminium alloy (7075-T6) of different specimen thickness. Three regions in 
the toughness curve: A, B, and C can be recognized, taking into account the fracture 
profiles and stress-displacement curves form obtained in each region (Fig. 2b). The frac-
tures are classified as “slant” or “square”, depending on whether the macroscopic fracture 
surface is at 45° to the tensile axis or normal to it. The second curve in Fig. 2a indicates 
how the proportion of square fracture varies with specimen thickness: up to the maximum 
of the toughness curve (region A) fractures are completely slant, in thick specimens (region 
C) they are generally square, and for intermediate thickness, they are of “mixed-mode”. 

 
Figure 2. (a) Variation of toughness with thickness for 7075 Alloy - T6 

(b) Fracture profiles and stress-displacement curves typical of regions A, B and C [2] 
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1.2.1. Fracture in thin sheet 
In region A (Fig. 2a and b) the specimens are very thin and show increasing toughness 

with thickness due to plane stress condition: the stress in the thickness direction tends to 
zero. The load-displacement curve is linear up to fracture and the fracture is 100% slant. 
In that case yielding occurs on through-thickness planes at 45°, in the direction of maxi-
mum shear stress, crack tip must move forward by an antiplane strain mechanism. It can 
do this only because, in practical testing configuration, some buckling and twisting allows 
the specimen’s halves above and below the fracture plane to be displaced laterally. 
1.2.2. Plane strain fracture 

In region C (Fig. 2), specimens are rather thick so that all the load-bearing cross-
section deforms in plane strain. Fracture propagates in the centre under critical crack tip 
conditions and any differences in behaviour of the specimen edges are insignificant in 
determining failure conditions for the specimen as a whole. Load increase is linear until a 
critical (low) value is reached, when fast failure occurs. The fracture of very thick speci-
mens, region C, occurred with total instability at loads corresponding to a virtually con-
stant toughness value and fracture appearance is almost completely square, with very 
small proportions of slant (“shear lips”) at the edges. The central region of a thick test-
piece deforms under approximately plane strain conditions (Fig. 3). Then, the strain in 
thickness direction is zero, and when yielding occurs around a crack tip, high constraints 
are set up, and a triaxial stress state develops. This stress state enhances the initiation of 
fracture. The high value of maximum tensile stress below the notch may promote any 
cracking mechanisms to which the material is prone. If crack extension occurs when the 
strain in the region immediately ahead of the crack tip achieves a critical value, an effect 
of triaxial stress can arise through changes that it may make on the strain gradient in this 
region. For a given crack opening displacement, the plastic zone size in plane stress 
(specimen edges) is much larger than in plane strain (specimen mid-thickness), since yield-
ing spreads under a shear stress component which includes full value of local tensile stress. 

 
Figure 3. Plastic zone ahead of crack in a plate of finite thickness [2] 

1.2.3. The intermediate range 
In region B, the fracture behaviour is complicated. The specimen is neither so thin that 

failure occurs by the sliding-off mechanism as in region A, nor so thick that it fails by a 
completely “plane-strain” square fracture. Its thickness is such that the central and edge 
regions are of comparable size. The sequence of events is indicated by the load–displace-
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ment trace in Fig. 2b. The load on a specimen is raised to a value, FP (corresponding to 
the stress σP – Fig. 2b), at which some square fracture can form in the centre of the 
thickness. In a very thick test piece, such fracture would spread catastrophically because 
it would occupy a large part of the thickness, but, in the intermediate range, due to side-
ligaments of the cross-section, the total instability does not occur. The load–displacement 
curve may show a sudden extension for constant or even decreasing load if the square 
fracture tunnels ahead rapidly (“pop-in”). If the square fracture does not advance so 
rapidly, its presence will be detected only by a change in the compliance of the testpiece. 
The crack is longer; so the load–deflection curve exhibits a decreased slope. The effects 
are shown in Fig. 2b. 

As the load is raised above FP, the central square fracture tunnels into the centre of the 
testpiece and perhaps also spreads slightly in the through-thickness direction. The side 
ligaments can be sheared apart when sufficient displacement at the crack tip is attained 
and the total crack advances in a composite fashion: the square fracture tunnelling ahead 
and dragging the slant (shear lips) with it. 

It is important to realise that, as the crack grows under increasing load, the plastic 
zone ahead of the crack tip grows bigger and is therefore more easily able to relax the 
through-thickness stress. Less of the thickness therefore deforms in plane strain and the 
proportion of square fracture decreases. At the thin end of the range, the initial square 
fracture occupies only a small proportion of the thickness cross-section; as it tunnels for-
ward, the plastic zone size becomes large with respect to plate thickness; the through-thick-
ness stress is relaxed; and final instability is achieved at a load, FF, large enough to operate 
a sliding mechanism for separation, analogous to that in region A. The sequence of events 
illustrated in Fig. 4 is quite consistent, both with fracture appearance of broken specimens 
and with the observed load–displacement records. The fracture load is lower than that for a 
thinner specimen, because the testpiece, at instability, contains a longer crack. 

 
Figure 4. Development of slant fracture in region B [2] 

 98



 

 99

At the thick end of the intermediate range, the side ligaments bear a much smaller 
proportion of the total load applied to the specimen and so final instability follows the 
initiation “pop-in” more rapidly, provided that the test is carried out under load control (a 
“soft” system). The fracture profile at instability is now a mixture of slant and square. 
Under displacement control, a rapid “pop-in” can cause the load to relax. 
1.2.4. Conclusions on thickness effects 

In regions B and C (Fig. 2) the central part deforms under conditions close to those of 
plane strain deformation: the side faces can support no stress normal to the free surface 
and deform in plane stress. High tensile stresses and a concentrated strain gradient are 
present ahead of the crack tip in the centre; on the sides the stresses are much lower and 
the strain is spread over a larger plastic zone. In the centre “plane strain pop-ins” are 
produced at a critical value of stress intensity: whether the fracture of the testpiece as a 
whole proceeds very fast at this stress, or at a higher value, depends on the proportion of 
the cross-section occupied by the shear lips. 

The peak of the toughness curve occurs at a thickness of approximately 2 mm. For 
thicker specimens, an increasing proportion of square fracture is produced, and the total 
fracture toughness drops. To provide an upper bound for the curve which shows how the 
proportion of square fracture varies with thickness, one can assume that the shear lips are 
of constant size (i.e. 2×1 mm) in specimens of all thicknesses. 

The next assumption to be examined is that the “pop-ins” are occurring under plane 
strain conditions. The assumption rests first on the constancy of the widths of the shear 
lips at the initiation of square fracture, implying that the increase of stress in thickness 
direction from zero at the free side surfaces to the plane strain value in the centre of the 
piece occurs over a constant distance, and secondly on behaviour of the “laminate”, such 
that both “plane strain” and “plane stress” fractures occur under uniquely defined condi-
tions. But, there is no guarantee that a square fracture is characteristic of plane strain over 
all its thickness. In mild steel, macroscopically square fractures have been shown to occur 
at loads which decrease with increasing thickness until constancy is achieved, when plane 
strain conditions are met [2]. In the aluminium alloys, a square “pop-in” may occur in 
relatively thin sheet at a critical stress intensity greater than the limiting value, so that the 
toughness of the material for true plane strain conditions is overestimated. 

The total fracture toughness of a specimen in the intermediate range is composed of 
contributions from both the slant and square components. Estimation of the subsequent 
toughness is not simple, because, as the crack tip advances under constant load, the strain 
energy release rate increases and more driving force for accelerating fracture is available, 
yet the plastic zone size, and area that will fracture by high energy shearing, also 
increases, so that more work is required to cause failure. 

2. DEVELOPMENT OF STANDARD FRACTURE TESTING 

The introduction of standard procedures for determination of crack parameters has 
been necessary for practical application of fracture mechanics. For different crack para-
meters (stress intensity factor, crack opening displacement, J integral, final stretch zone) 
and different situations in which they can be applied, different standards had been 
accepted. In practical use of fracture mechanics standards one has to account with their 
limited applicability. The first limitation is connected with the size of specimens and 
transferability of obtained results to the full scale structure, because the stress state in 
specimen and component can differ. The second limitation concerns the structure design 
stage. The existence of crack can not be accepted in design requirements, so it is not 
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possible to assess the crack significance in design stage, but fracture toughness properties 
can be applied in material selection in a proper way. For that, the application of standards 
for crack parameters determination is directed to the situations of detected cracks of 
defined size and position in structures, mainly during service, and only rarely in inspec-
tion of new structures. Regular control and inspections in service are introduced to assess 
the existence of damages, which could eventually reduce the structural safety in next 
service. The repair of these damages is in many cases the condition for further exploita-
tion of structure. In welded structures, for example, cracks, as most dangerous damages, 
are not allowed by standards. In that case only fitness-for-purpose criteria can be applied, 
proving that the present crack is not significant for given load and operational condition. 
Fitness-for-purpose assessment requires the critical value of crack parameter that is 
determined by fracture mechanics standard test methods. Fracture case studies are the 
next example in which standards for crack parameter evaluation are applicable. Mostly, 
cracks are responsible for fracture occurrence and the data of crack parameters must be 
involved in the analysis [3]. 

First drafts for fracture mechanics standards occurred in late sixties. American Society 
for Testing and Materials (ASTM) announced tentative standard ASTM E399-70T [4], 
and British Standard Institution (BSI) DD3 draft standard. These both proposals have 
been accepted, after regular procedure, as standards under the same title: “Standard Test 
Method for Plane-Strain Fracture Toughness of Metallic Materials” and nowadays are 
available as ASTM E399, respectively BS 5447 (which is now included in the new 
BS7448 standard) [5]. 

Some time after the first fracture mechanics standard draft DD3, BSI announced new 
draft DD 19 “Standard Test Method for Crack Opening Displacement,” accepted in 1972 
as standard BS 5762, and now also included in BS7448. 

Fracture mechanics standards, developed by ASTM after ASTM E 399, together with 
other standards in which cracks are considered, are listed bellow: 
– ASTM E561-86: Standard Practice for R–Curve Determination 
– ASTM E647-88a: Standard Test Method for Measurement of Fatigue Crack Growth 

Rate 
– ASTM E740-88: Standard Practice for Fracture Testing With Surface–Crack Tension 

Specimens 
– ASTM E812-81 (Reapproved 1988): Standard Test Method for Crack Strength of Slow–

Bend Precracked Charpy Specimens of High-Strength Metallic Materials 
– ASTM E813-89: Standard Test Method for JIc, A Measure of Fracture Toughness 
– ASTM E992-84 (Reapproved 1989): Standard Practice for Determination of Fracture 

Toughness of Steels Using Equivalent Energy Methodology 
– ASTM E1152-87: Standard Test Method for Determining J–R Curve 
– ASTM E1221-88: Standard Test Method for Determining Plane-Strain Crack-Arrest 

Fracture Toughness, KIa, of Ferritic Steels 
– ASTM E1290-89: Standard Test Method for Crack-Tip Opening Displacement (CTOD) 

Fracture Toughness Measurement 
– ASTM E1304-89: Standard Test Method for Plane-Strain (Chevron Notch) Fracture 

Toughness of Metallic Materials 
– ASTM E1737-96: Standard Test Method for J Integral Characterization of Fracture 
– ASTM E1820-99: Standard Test Method for Measurement of Fracture Toughness 
– ASTM E1823-99: Terminology Relating to Fatigue and Fracture Testing 
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The ASTM E1820-99 standard combines two former standards (E 813 and E 1152), as 
natural development, since they mainly coincided. Achieved experience and comparison 
with crack opening measurement enabled significant extension of J integral applicability 
domain, accepted in new standard for material characterization. 

In addition to the given list, several standards are evaluated as important, because they 
contain interesting definitions or produce interesting results, e.g.: 
– ASTM E338-81 (Reapproved 1986): Standard Method of Sharp-Notch Tension Test-

ing of High-Strength Sheet Steel Materials 
– ASTM E208-87a: Standard Test Method for Conducting Drop-Weight Test to Deter-

mine Nil-Ductility Transition Temperature of Ferritic Steels 
– ASTM E436-74 (Reapproved 1986): Standard Method for Drop-Weight Tear Tests of 

Ferritic Steels 
– ASTM E604-83 (Reapproved 1988): Standard Test Method for Dynamic Tear Testing 

of Metallic Materials 
The intention to unify standards, based primarily on the same specimen form and simi-

lar testing procedure, is also present in European approach. Based on standard drafts, P1 
and P2, published by European Structural Integrity Society (ESIS), standard test method 
is defined known as: 
– EFAM GTP 94: The GKSS test procedure for determining fracture behaviour of materials 

Similar, but extended approach, is accepted in British Standards, and new standard, 
– BS 7448 “Fracture mechanics toughness tests” 
published 1991 in its Part 1. “Methods for determination of KIc, critical CTOD and criti-
cal J values of metallic materials” included former standards BS 5447 and BS 5762, but 
also J integral determination is added. Part 2, “Methods for determination of KIc, critical 
CTOD and critical J values of welds in metallic materials,” published 1997, prescribes 
procedures for fracture mechanics testing of welded joints. In the next elaboration are: 
Part 3, for determination of dynamic fracture toughness and Part 4, for determination 
resistance (R) curves of fracture toughness. 

Yugoslav standards for crack parameter are defined in the late eighties. They are: 
– JUS C.A4.083 – Mehanička ispitivanja materijala. Osnovni pojmovi i veličine u meha-

nici loma (Mechanical testing of materials. Basic terms and values in fracture mechanics.) 
– JUS C.A4.084 – Mehanička ispitivanja. Ispitivanje žilavosti loma pri ravnoj deforma-

ciji (KIc). (Mechanical testing. Plane strain fracture toughness testing (KIc)). 
The necessity to introduce JUS standard for crack parameters is given in “Codes for 

technical norms for stationary pressure vessels” (Sl. list SFRJ, 16/83), in which for pres-
sure vessels classes I and II the value of crack parameter for selected material is required, 
in the form of plane strain fracture toughness KIc or crack opening displacement COD, 
depending on material thickness and strength. 
3. TERMS AND VALUES IN FRACTURE TESTING 

The terms and values of importance for pre-cracked specimen testing are presented 
here according to standard JUS C.A4.083. Other terms, that can help to understand frac-
ture mechanics testing and analysis of test results, can be found in cited standards. 
3.1. Configuration of crack 

The crack in a component or specimen could be (Fig. 5): 
– through crack, passing from one to the other component edge (a); 
– surface crack, visible only on one part of component surface) (b); 
– embedded crack, located in component inner and not visible (c). 



 

 
Figure 5. Through crack (a), surface crack (b), and embedded crack (c) in component (specimen) 

3.2. Stresses, strains and displacements, crack parameters 

Standard test methods require detailed description of stress field ahead crack tip 
(Fig. 6). Two stress states are of importance. The first is triaxial stress state, in which all 
three principal normal stress components are acting, constraining deformation to only two 
directions – plane strain. Empirical condition for plane strain is given by 
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=  (4) 

Here, B stands for specimen (component) thickness, KI for stress intensity factor, σY 
for effective yield stress, the average value of yield strength and ultimate tensile strength. 

Plane stress is the stress state for which Eq. (4) is not fulfilled, that means only two 
normal stress components (“plane”) are applied. Strain components in all three directions 
corresponded to the load of that kind and will be established in thin plates. 

It is to make a difference between stress state in cracked components and general 
stress state of crack-free component, having in mind stress concentration around crack. 

Fracture mechanics defined three basic modes of crack extension: opening (Mode I), 
sliding (Mode II), and shearing (Mode III) (Fig. 7), with corresponding displacements v 
(I), u (II) and w (III). Opening is the most critical mode for crack extension, and for that it 
is accepted in standards for fracture mechanics testing. 

Stress intensity factor KI presents the intensity of stress field ahead of an ideal crack 
(stress field singularity) for Mode I (opening) and is defined as: 
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where σy is a stress component that mostly contributes to crack opening (Fig. 6), and r the 
distance from crack tip of a point in which stress component is determined. 

In accordance with mode I displacement v–crack opening displacement (COD) is 
defined in Fig. 8, in which W is specimen width, a initial (fatigue) crack length, and W – a 
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initial ligament value. Bend angle is designated by α, and the value r(W – a), added to 
crack length a, determines the actual rotation centre. The value of crack mouth opening 
displacement (CMOD), designated by 2vm, is measured by positioning of clip gauge in 
knives of thickness z. The next analysis enabled to define crack tip opening displacement 
(CTOD), for which symbol δ is accepted. For known size of initial crack a and CMOD 
value, the answer whether fracture will take place before or after full scale yielding can 
be obtained according to ligament size (the distance to opposite side from crack tip). If 
the ligament is small, plastic zone will be formed across it before critical value of COD 
(δc) at crack tip is reached and fracture is ductile; if ligament is large, critical value δc is 
reached first (before net section yielding) and fracture is brittle. Since in both cases the 
value of COD is almost the same, it is possible to use COD as a crack parameter. 

 
Figure 6. The components of elastic stress 

field ahead crack tip  
Figure 7. Modes of crack front displacement: 

opening (I), sliding (II), tearing (III) 

 
Figure 8. Geometrical dependencies for COD determination on three point bend specimen 

Cottrell defined critical crack opening displacement δc for plane stress condition and 
Mode I loading in the form: 
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where σc is fracture stress, and Reh yield strength. 
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When plastic zone of significant size is established in the crack tip region, it is not 
more possible to describe stress and strain fields by a single parameter, as it was the case 
with critical stress intensity factor KIc (Fig. 9). 

The specimen will behave as its compliance is greater of that corresponding to crack 
size due to the effect of blunted crack, surrounded by elastically deformed material 
(Fig. 9–III). This effect can be expressed by the value ry: 
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In Eq. (7) the coefficient α = 1 for plane stress, and α = (1/3 to 1/4) for plane strain. 

 
Figure 9. The scheme of plastic deformation development around 
crack tip in a central part of the specimen for different load levels 

I–Initial stage (1-plastic zone, visible after unloading); II–Stage of relaxation (relaxed residual 
stress around crack tip); III–Blunting of a crack and small plastically deformed zone (2); 3 is the 
region in which material behaviour is described by KI value; IV–Stable crack growth (4-zone of 
elastic unloading; 5-process zone; 6-Hutchinson-Rice-Rosengren zone; 7-zone of large plastic defor-
mation, for net section yielding) 

Plastic zone is a region ahead of the crack tip, in which material behaviour is not 
linear: it is small if surrounded by singular stress field, described by stress intensity factor 
KI (Fig. 9–III). Plastic zone is large if it is surrounded by material of behaviour not 
described by KI value. The term net section yielding comprises of yielding spread across 
the ligament, and full scale yielding denotes yielding spread over the total specimen. 

Radius R (Fig. 9–IV) determines the extension of HRR zone, named according to the 
material behaviour model of Hutchinson-Rice-Rosengren (HRR), in which the state of 
stress and strain is described by parameter JI (path independent J integral), and in which 
no relaxation occurs with uniform growth of J integral. 
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Radius D defines the process zone (fracture process), in which free crack surfaces can 
be formed from crack tip during crack extension, caused the relaxation of elastic-plastic 
material during uniform growth of J integral. Radius D is usually small and comparable 
to initial crack opening in the vicinity of crack tip (Fig. 9–IV). 

3.3. Material crack resistance 

Material crack resistance is described by above given parameters that are determined 
by corresponding standard methods. 

The general term, fracture toughness, represents a measure of crack growth resistance. 
This term mostly addresses to fracture mechanics test results, but as a general term it can 
be also applied for results of pre-cracked or pre-notched specimens, not based on fracture 
mechanics approach. In this case they can be used as comparative for fracture control 
according to experience or empirical relationships. 

Crack growth resistance is a measure, expressed by stress intensity factor, KR, crack 
opening displacement, δc, or J integral, JR, and in some cases by crack driving force, GR. 
In practical use, crack driving force is equal to J integral, meaning G = J. 

The resistance curve (R curve) can be expressed as dependence of crack driving force 
in the form of some given parameters, and crack extension by stable growth, ∆a (Fig. 10). 

Plane strain fracture toughness, KIc, as a crack parameter for brittle fracture, is a criti-
cal stress intensity factor in plane strain condition, as described in standards for negligible 
plastic zone size ahead of the crack tip, if standard requirements regarding specimen size 
(Eq. 4) and crack are fulfilled. This value is a material property. 

In a similar way fracture toughness for plane stress condition, Kc, can be defined, but 
in that case plane strain condition according to Eq. (4) is not fulfilled; this value is 
thickness dependent and for that is not a material property. 

Additional elements on the R curve (Fig. 10) are important. The first one is the blunt-
ing line that approximately describes crack growth by tip blunting before its stable growth. 
This dependence is linear (Fig. 11), since blunting capacity is determined by final stretch 
zone size, approximately equal to one half of corresponding crack opening displacement. 
Crack extension for blunting, ∆aB, is determined, and based on effective yield stress σY: 
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∆ =  (8) 

  
Figure 10. Crack growth resistance 

curve (R curve) 
Figure 11. Blunting and stable crack 

growth processes, marked on R curve 

When material blunting capacity is exhausted, crack starts to grow in a stable manner, 
so this value is accepted as critical for crack initiation, ∆ai in Fig. 11, being a measure of 
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fracture toughness. In order to determine its position as accurate as possible, according to 
standard procedure, a regression line is drawn, replacing the R curve in defined segment. 
Point B as the intersection of regression and blunting lines defines critical J integral value 
as a material property, enabling determination of plane strain fracture toughness measure. 

4. TESTING EQUIPMENT 

In fracture mechanics parameters testing the load is measured, together with crack 
opening displacements and/or load line displacement in some testing methods. The first 
experiments were performed on tensile panels with through-crack and on pre-cracked 
three point bend specimens (single edge notch–SEN). A three point bend specimen is pre-
sented in Fig. 12 as positioned on supports of the testing machine. 

The testing machine must be equipped with automotive device for load recording. 
Specimen holders have to assure minimum wear. Modern machines are designed in 
closed loop that enables load, displacement, or strain control and automotive recording of 
load, load line displacement, and crack opening displacement. The loading rate is limited 
to 0.55–2.75 MPa√m/s. Crack opening displacement clip gauge design is recommended 
in standards. Recommended design comprises strain gauges of 500 ohm in Wheatstone 
bridge. It can be positioned on knives, joined to the specimen, or on machined holders 
(Fig. 13). Other clip gauge designs are also applicable, but strict linearity is required. 

 
Figure 12. Three point bend specimen 
(single edge notch–SEN), positioned 
on supports of the testing machine 

Figure 13. Recommended crack opening displace-
ment clip gauge with Wheatstone bridge and details 
of positioning on holders, performed on a specimen 

5. SPECIMENS FOR FRACTURE TESTING 

Strict requirements for specimen shapes and manufacturing are specified in standards. 

5.1. Marking of samples and specimens 

Series of different pre-cracked specimens are defined, marked as presented in Fig. 14. 
A consistent and uniform specimen mark includes: 
– mark for specimen shape; 
– mark for acting load, in small brackets, behind the specimen shape mark; 
– mark for crack direction, also in small brackets, which follows loading mark (Fig. 15). 
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Figure 14. Basic fracture mechanics specimen shapes and their marks 

(b)  

(c)  
Figure 15. Marking of cracked specimen position in a material of rectangular and circular cross-
section: a) specimen (and crack) position coinciding with main material directions; b) specimen 
inclined to main material directions; c) specimen from the circular cross-section material (L–direc-
tion of grain elongation; C–circumferential or tangential direction; R–radial direction) 

On a parallelepiped shaped specimen, side surfaces are the sides perpendicular to the 
crack front, while the edge surfaces are all other surfaces (sides). 

Different specimens, introduced by standards so far, contain marks of one, two, or 
three capital letters (Fig. 14). Therefore, the marks used are: 
M – specimen with a central through-crack (for tension); 
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DE – specimen (for tension), cracked on both sides; 
SE – specimen cracked on one side (H/W > 0.6); 
C – compact version of the SE specimen (H/W = 0.6); i.e. MC for 0.3 < H/W < 0.6 
DC – compact disc-shaped specimen; 
A – arc-shaped specimen; 
DB – double beam type specimen; 
RDB – round double beam type specimen; 
R – BAR – bar-shaped specimen; 
PS – specimen with a central surface crack (for tension); 
Chevron RDB – round specimen with a chevron type notch. 

When the above mentioned marks are used, it is understood that a fatigue crack has 
been done on the specimen. If the specimen is made only with the notch, without the 
crack, then the mark “with notch” is added to the specimen mark. 

The type of loading is marked by a letter in small brackets, added just behind the 
shape mark. The following marks are used: (T)–tension; (B)–bending; (Mx)–torsion 
moment around the x axis; (W)–opening by wedge; (Wb)–opening by screw. 

The material is used in structures in different directions and the load will produce 
different crack behaviour because of anisotropy, depending on the direction of mechani-
cal processing or grain direction. This has to be taken into account in specimen manufac-
ture by determining the material delivery condition (rolled and double rolled plate, forg-
ing, drawn or rolled bar). For rectangular cross-section of a material with the anisotropy 
(plate, band, drawn, and rolled products, forgings, with asymmetric grain direction), for 
specimen positions coinciding to the main directions, inclined specimen positions, and for 
circular cross-section products, the marking system is shown in Fig. 15. 

Capital letters are applied for direction marking: L–direction of the principal (main) 
deformation (maximum grain flow), (rolling direction for plates and bands, particular 
directions for forging); T–direction of least deformation; S–third orthogonal direction. 

When specimen and crack position is marked with two letters, the first letter indicates 
the direction perpendicular to the crack plane, and the other letter indicates the direction 
of expected crack development (Fig. 15a). For marking specimens with inclined cracks, 
three letters are used. In that case, L–TS shows that the crack is perpendicular to the main 
direction L and that its development is expected between directions T and S (Fig. 15b). 
Mark TS–L shows that the crack plane is perpendicular to an intermediate orientation, 
between directions T and S and that crack development is expected in direction L. 

The marking of specimen and crack position for material of circular cross-section, 
shown in Fig. 15c, presents the main deformation in the longitudinal direction. So, the 
letters used are: L–for the direction of grain elongation; R–for radial direction; C–for the 
circumferential or tangential direction. 

5.2. Terms defining the crack 

For standard testing, the most common used specimens are those with a through-crack, 
e.g. compact tension specimen C(T) or specimen cracked on one side for bending SE(B). 
Therefore, the given definitions (Fig. 16) are related to this crack type but are used for 
other types, when possible. The surface crack is used only for tensile panel (ASTM 740). 
Embedded cracks cannot be made under controlled process, therefore are not suitable for 
standard testing; however, they are often present in real structural components. 

A real crack is, according to JUS C.A4.083, a cavity in a body, limited by two facing 
surfaces, which are at a distance much smaller than crack dimensions. Real crack surfaces 



 

are uneven and, depending on their initiation and growth, they can have larger or smaller 
roughness. Such a crack is not suitable for analysis, so the term “ideal crack” is intro-
duced, defined as a mathematical crack. In the unloaded state it has two separated, 
smooth and overlapped facing surfaces in the same plane (the crack plane) xOz (Fig. 16a), 
connected at the smooth line–the crack front. The front of an ideal through-crack is a 
straight line, or semi-ellipse or ellipse of surface- and embedded cracks, respectively. In 
the loaded specimen additional crack elements will appear (Fig. 16b). Cracks defined in 
this way enable mathematical analysis of fracture mechanics parameters. 

 
Figure 16a. Elements of an ideal through-crack in a 
flat specimen: 1–front crack surface (front plane); 
2–side surfaces of specimen; 3–front of notch; 4–
front of ideal crack; 5–front of real crack; 6–crack 
plane; 7–specimen crack plane cross-section; 8–
front of side notch; 9–back specimen surface 

Figure 16b. Additional crack elements of 
flat specimens under loading effect: base 
points indicate fatigue crack tip before frac-
ture testing; ρ–radius of blunted crack tip; 
δp–crack tip opening displacement; α–crack 
surface angle; v–crack opening displace-
ment; σy–tensile stress component 

The most important element of the through-crack is its length, a (Fig. 16a), as the 
linear measure in the main crack growth direction. In surface fracture, the depth, i.e. 
smaller semi-axis of the ellipse is a, while the longer semi-axis is c, and the same mark-
ing system is accepted for embedded cracks (Fig. 5). 

During analysis the difference between physical, ap, and effective crack length, ae, 
should be made. Physical crack length is the distance between the referent plane on a 
specimen and corresponding crack front (Fig. 16a). Considering that the front of an ideal 
crack is curved, the average value of more measures along the crack front is taken for 
physical crack length. To obtain effective crack length, the quantity rY is added to physi-
cal crack length, which defines the effect of plastic zone ahead of the crack tip. It is 
practically impossible to measure the plastic-deformed zone size, therefore its influence is 
shown by increasing the radius ρ of crack tip blunting. 

Initial crack length, ao, is the crack length before the testing; apo is the initial length of 
a physical crack. Crack growth, ∆a, is the difference of actual and initial crack lengths. 
Normalized crack size, a/W, is the ratio of crack length, a, and specimen width, W. For 
the surface crack, crack entail is the ratio of crack depth, a, and specimen thickness, B. 
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6. SPECIMEN NOMINAL STRESS AND EFFECTIVE MATERIAL FLOW STRESS 

It is necessary to determine the nominal stress in the smallest specimen cross-section 
for examination of cracked or notched specimen fracture, neglecting stress concentration 
and gradient, involved by shape geometry. 

During pure tension by force P in specimens M(T), DE(T), PS(T), R-BAR, of cross-
section AN, nominal stress σN is introduced 

N
N

P
A

σ =  (9) 

The area of rectangular cross-section is equal to: 
( )NA B W a= −  

where B is specimen thickness, W is the width, a is crack or notch length, so (W – a) is 
the remaining ligament. 

For circular cross-section in a crack plane of R–BAR specimen, the smallest diameter 
is d, therefore the cross-section area is: 

2

4N
dA π=  

Pure bending moment M occurs in SE(B) specimens, and the nominal stress is: 

2
6

( )N
M

B W a
σ =

−
 (10) 

In compact C(T) specimen, the stress is composed of bending and tensile stress, so the 
nominal stress is: 

2
2 (2 )

( )N
P W a
B W a

σ +=
−

 (11) 

Now the characteristic values of nominal stress can be defined: 
– sharp-notched stress, σs, largest nominal stress (in the smallest cross section area of the 

specimen), which can be transferred by a specimen with notch; this value depends on 
the shape of the specimen and notch, since the smallest cross-section and elastic stress 
concentration also depend on it; 

– cracked stress, σc, largest nominal stress (in the smallest cross-section area of speci-
men), which can be transferred by a cracked specimen; 

– residual stress, σr, represents the stress at the time of fracture in a cross-section away 
from the crack plane, which is determined by material resistance equations. 
Effective yield stress, σY, is an accepted flow stress value in the uniaxial tensile test of 

standard smooth specimen. In the result analysis of fracture mechanics testing it can be 
the conventional yield stress, Rp0,2, or flow (strain hardening) stress, σY, defined as an 
average of yield strength, Rp, and ultimate tensile strength, Rm: 

2
p m

Y
R R

σ
+

=  (12) 

6.1. Typical specimen size, configuration and preparation 
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Two specimen configurations are most popular in fracture mechanics testing: compact 
tension specimen, C(T), and single edge-notched bend specimen, SE(B), presented in 
Fig. 14, due to material economy and convenient preparation. Therefore, they will be pre-
sented here as typical. The choice between the bend and compact specimen is based on: 



 

– The amount of material available (the bend takes more). 
– Machining capabilities (the compact has more detail and costs more to machine). 
– The loading equipment available for testing. 

Proportional dimension of C(T) specimen and tolerance are presented in Fig. 17, for 
two options: straight (a) and stepped notched (b). Proportional dimensions and tolerance 
for a rectangular section bend specimen SE(B) are presented in Fig. 18. 

 
a. straight notch specimen b. stepped notch specimen 

Figure 17. Proportional dimensions for compact tension specimen: B–thickness; W–effective 
width (W = 2B); total width, C = 1.25W min; half height, H = 0.6W; hole diameter, d = 0.25W; 
half distance between holes, h = 0.275W; crack length, a = (0.45 to 0.55)W, surface finish is in µm 

 
Figure 18. Proportional dimensions and tolerance for a rectangular section bend specimen: 
B–thickness; width, W = 2B; and crack length, a = (0.45 to 0.55)W; surface finish is in µm 

In certain cases, it may be desirable to use specimens of W/B ratios other than 2: for 
single-edge bend specimen 1 ≤ W/B ≤ 4, and for compact specimen 2 ≤ W/B ≤ 4; any 
thickness can be used as long as qualification requirements are met. 

For valid results of plane strain fracture toughness testing according to standard, it is 
necessary that specimen thickness B and crack length a, are greater than the value 
obtained from the equations: 

2 2
I I2.5 2.5   c c

Y Y

K K
B a

σ σ
⎛ ⎞ ⎛ ⎞

≥ ≥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (13) 
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The choice of the starting specimen size is based on calculated value KIc, as its over-
estimating is recommended, e.g. using factor 4 instead of 2.5 in Eq. (13). When the 



 

adequate KIc value is obtained with such a specimen, the next tests can use smaller speci-
mens, taking into account that Eq. (13) is always satisfied. As an alternative to the criteria 
(13), data from Table 1 can be used to start assessment of the specimen size. 

Table 1. Recommended specimen dimensions 
Ratio Rp0.2/E above  0.0050 0.0057 0.0062 0.0065 0.0068 0.0071 0.0075 0.0080 0.0085 0.0100 

below 0.0050 0.0057 0.0062 0.0065 0.0068 0.0071 0.0075 0.0080 0.0085 0.0100 > 
Recommended value of a, B, mm 100 75 63 50 44 38 32 25 20 12.5 6.5 
 

For determining JIc, the measure of fracture toughness, C(T) and SE(B) specimens are 
recommended. The requirement, corresponding to Eq. (11), in this case is given as: 

I I25 25   c c
o o

Y Y

J JB b W a
σ σ

≥ = − ≥  (14) 

Every thickness B is acceptable, if it fulfils condition (14), which allows much smaller 
dimensions compared to condition (13), which enables determining a measure of fracture 
toughness for tougher materials, too. 

The dimensions of other specimen types can be determined on the basis of accepted B 
value, and the notch is made so that a specimen has a ratio a/W between 0.45 and 0.55. 
For final machining, 0.8 mm should be left, unless determined otherwise because of the 
available material (does not relate to the notch). 

All specimens shall be precracked in fatigue. Experience has shown that it is impracti-
cal to obtain a reproducibly sharp, narrow machined notch which simulates a natural 
crack well enough to provide a satisfactory fracture toughness test result. The most effec-
tive artifice for this purpose is a narrow notch from which extends a comparatively short 
fatigue crack (precrack). It is produced by cyclically loading the notched specimen for a 
number of cycles, usually between 104 and 106, depending on specimen size, notch prepa-
ration, and stress intensity level. The dimensions of the notch and precrack, and the sharp-
ness of the precrack shall meet certain conditions that can be readily met with most engi-
neering materials since the fatigue cracking process can be controlled when careful atten-
tion is given to known contributory factors. However, there are some materials that are 
too brittle to be fatigue-cracked since they fracture as soon as the fatigue crack initiates; 
these are outside the scope of present test methods. 

Three forms of fatigue crack starter notches are shown in Fig. 19. To facilitate fatigue 
cracking at low stress intensity levels, the root radius for a straight-through slot terminat-
ing in a V-notch should be 0.08 mm or less. If a chevron form of notch is used, the root 
radius may be 0.25 mm or less. In case of a slot, tipped with a hole, it will be necessary to 
provide a sharp stress raiser at the end of the hole. 

The crack length (total length of the crack starter configuration plus the fatigue crack) 
shall be between 0.45 and 0.70W for J integral and δ determination, but is restricted to the 
range from 0.45 to 0.55 for KIc determination. For a straight-through crack starter termi-
nating in a V-notch (Fig. 19), the length of the fatigue crack on each surface of the speci-
men shall not be less than 2.5%W or 1.3 mm minimum, and for a crack starter tipped with 
a drilled hole (Fig. 19), the fatigue crack extension from the stress raiser tipping the hole 
shall not be less than 0.5D or 1.3 mm minimum on both surfaces of the specimen, where 
D is the diameter of the hole. For a chevron notch crack starter (Fig. 19), the fatigue crack 
shall emerge from the chevron on both surfaces of the specimen. 
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The equipment for fatigue cracking should be such that stress distribution is uniform 
through specimen thickness; otherwise the crack will not grow uniformly. The stress 
distribution should also be symmetrical about the plane of the prospective crack; other-



 

wise the crack may deviate from that plane and the test result can be significantly 
affected. The K calibration for the specimen, if it is different from the one given in this 
test method, shall be known with an uncertainty of less than 5%. Fixtures used for pre-
cracking should be machined with the same tolerances as those used for testing. 

The fatigue precracking shall be conducted with the specimen fully heat-treated to the 
condition in which it is to be tested. No intermediate treatments between precracking and 
testing are allowed. The combination of starter notch and fatigue precrack shall conform 
to the requirements shown in Fig. 20. 

 
Figure 19. Fatigue crack starter notch configuration 

 
Figure 20. Envelope of fatigue crack and crack starter notches 
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Allowable fatigue load values are based on the load Pf. There are several ways of 
promoting early crack initiation: (1) by providing a very sharp notch tip, (2) by using a 
chevron notch (Fig. 19), (3) by statically preloading the specimen in such a way that the 
notch tip is compressed in a direction normal to the intended crack plane (to a load not to 
exceed Pf), and (4) by using a negative fatigue load ratio; for a given maximum fatigue 
load, the more negative the load ratio, the earlier crack initiation is likely to occur. The 
peak compressive load shall not exceed Pf. 

Fatigue precracking can be conducted under either load or displacement control. If the 
load cycle is maintained constant, the maximum K and the K range will increase with 
crack length; if the displacement cycle is maintained constant, the reverse will happen. 
The initial value of maximum fatigue load should be less than Pf. The specimen shall be 
accurately located in the loading fixture. Fatigue cycling is then begun, usually with a 
sinusoidal waveform and near to the highest practical frequency. There is no known 
marked frequency effect on fatigue precrack formation up to at least 100 Hz in the 
absence of adverse environments. The specimen should be carefully monitored until 
crack initiation is observed on one side. If crack initiation is not observed on the other 
side before appreciable growth is observed on the first, then fatigue cycling should be 
stopped to try to determine the cause and find a remedy for unsymmetrical behaviour. 
Sometimes, simply turning the specimen around in the fixture will solve the problem. The 
length of the fatigue precrack from the machined notch shall not be less than 5% of the 
total crack size, a, and not less than 1.3 mm. For the final 50% of fatigue precrack 
extension or 1.3 mm, whichever is less, the maximum load shall be no larger than Pf, a 
load such that the ratio of maximum stress intensity factor to Young’s modulus is equal to 
or less than 0.0002 m1/2 or 70% of the maximum load achieved during the test, whichever 
is less. The accuracy of these maximum load values shall be known within 5%. 

Several important effects connected with the specimen should be mentioned. The first 
refers to material strength. It is clear from Eq. (11) that the required specimen thickness 
for plane strain established in tests is reversely proportional to the square of KI/σY. There-
fore, the required specimen thickness is possible to obtain only if the tested material is of 
very high strength, e.g. steel with yield stress above 1000 MPa. For common structural 
steels, with yield stress up to 500 MPa, large thickness of specimen is required for valid 
plane strain fracture toughness testing, e.g. for steel S355, with yield stress 355 MPa, the 
specimen thickness should be 200 mm. Taking into account the ratio of specimen dimen-
sions, it is clear that this kind of test is practically unfeasible. It can be concluded that 
standards for determining plane strain fracture toughness (ASTM E399, BS 5447, and 
JUS C.A4.084) are applicable on only a small class of materials with high strength level, 
i.e. only in the area of linear elastic fracture mechanic (LEFM). By introducing parame-
ters of elastic-plastic fracture mechanics (EPFM), crack opening and J integral, the appli-
cation area of fracture mechanics is significantly expanded and covers materials with low 
strength, too, interesting for general constructions, for which the testing result analysis 
determines the competent fracture mechanics parameter. Therefore, it is natural that new 
fracture testing standards are generalized, e.g. ASTM E 1820, BS 7448, EFAM GTP 94. 

The second effect is referred to the shape and dimensions of the specimen. Nowadays 
generalized standards accept the application of only two specimen types, SE(B) and C(T) 
and there is no difference in requirements when testing materials have different strength. 
For industrial needs it is sufficient to use only these two specimen types. Structural inte-
grity analysis on today’s level of design and exploitation, especially for life assessment, 
can demand the application of other specimen types. 



 

The sharpness of the notch and the crack is prerequisite for simulation of real crack in 
specimen. Plane strain condition is reflected to specimen thickness and to large stress 
concentration, which can be achieved only on the tip of a very sharp, fatigue crack. For a 
high strength material, which behaves as linear elastic, a sufficient stress concentration 
can be also achieved by a sharp notch (V notch on a Charpy specimen or notch made by 
electrical discharging). In that case, the fatigue crack may not be necessary to obtain valid 
testing for determining plane strain fracture toughness. 

7. TESTING PROCEDURES FOR SPECIMENS CONTAINING CRACK 

Standard recommendation is that three specimens should be tested under the same 
conditions. The ASTM E 1737 standard does not specify a number of specimens for the 
successive unloading method, but the older E 813 standard specifies the testing of at least 
five specimens under the same conditions. 

Requirements for measuring dimensions are defined, where the crack length can be 
measured after the test, on a fractured specimen. 

7.1. Typical diagrams obtained by pre-cracked specimen testing 

For easier testing evaluation, the standards provide basic diagram forms, which can be 
obtained during the testing of fracture mechanics parameters. The six typical diagrams 
load vs. displacement (crack opening or load line), defined in BS 7448, are given in 
Fig. 21. First three diagrams, (1), (2), (3), because of total or most linear dependence of 
force F and crack opening V (i.e. load line displacement q) can produce a valid plane 
strain fracture toughness result KIc. Diagrams (4), (5), (6) correspond to the highest values 
of elastic-plastic fracture toughness (CTOD or J). 

 
Figure 21. Typical diagrams for fracture toughness testing according to BS 7448 

The characteristic of plane strain fracture toughness is brittle material behaviour, so 
the appropriate load for calculation, FQ, is determined according to diagrams given in 
Fig. 22. First, the secant line is drawn, whose slope determined by quantity d, 5% lesser 
than the starting slope of the F–V diagram, i.e. only 4% lesser on the F–q diagram for 
bend specimens. Load FQ is the highest load recorded before Fd for type I and II dia-
grams, and corresponds to the force Fd for a type III diagram. If the Fmax/FQ ratio is lower 
than 1.1, the KQ is calculated, competent to assess plane strain fracture toughness. If that 
ratio is greater than 1.1, CTOD or J should be determined as a fracture mechanics para-
meter, as for type (4), (5), and (6) diagrams, shown in Fig. 21. 
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Figure 22. Determination of a appropriate load for calculation of plane strain fracture toughness 

On diagrams in Figs. 21 and 22, the crack opening, i.e. notch opening displacement V 
or load-line displacement q are recorded on x axes. Subscript c (in Vc, qc) indicates brittle 
fracture or pop-in if ∆a is lesser than 0.2 mm. Subscript m (Vm, qm) indicates that maxi-
mum load level is achieved for the first time for general yielding. Subscript p indicates 
the plastic component, which corresponds to Fc, Fu or Fm (Fig. 23). Subscript u indicates 
brittle fracture or pop-in for ∆a greater than or equal to 0.2 mm. The same subscripts are 
also used to indicate appropriate crack-tip opening values CTOD (δ), and the J integral. 

Calculation of an appropriate crack opening value δ requires determining appropriate 
load F and opening displacement V values. For diagrams (1) through (5) in Fig. 21 these 
values are (Fc, Vc) or (Fu, Vu), depending on whether ∆a is lesser (subscript c), or greater, 
or equal to (subscript u) 0.2 mm, and correspond to: 
– fracture before pop-in; 
– first major fracture pop-in, or the load before reaching the maximum level, followed by 

a force reduced by at least 5%; 
– the fracture, when all greater pop-in values give a value d less than 5%. 

For type (6) diagram, (Fm, Vm) values are determined, corresponding to the maximum 
achieved load level, if the fracture or pop-in, which produces d value greater than 5% do 
not appear before reaching maximum load. 

The plastic displacement component Vp is determined graphically (Fig. 23) or analyti-
cally, based on the elastic compliance, by subtracting the elastic component Ve from total 
displacement V. 

Proper (F, q) values for J integral calculation (Fig. 24) are determined in a similar 
way, and considering bend specimens, the value d is 4%. The work of plastic component 
Up should also be determined by measuring the area under the F–q dependence curve, 
directly from the diagram, by computer, by numerical integration, or combining numeric 
integration with elastic compliance, which means subtracting the elastic component Ue 
from the total area U. Except for the determination of single J integral values, its value 
can be used for determining the resistance curve, which involves a larger number of 
points in J integral and crack growth ∆a diagram. The initial part of the resistance curve, 
up to crack growth of 2 mm, is also used for determining critical value JIc as a measure of 
fracture toughness. For this purpose, the ASTM E 1737 standard specifies a testing 
method of one specimen with the use of elastic compliance, by successive unloading, and 
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monitoring crack opening V change, and the load-line displacement q with the increase of 
force F. An additional limitation in this test refers to minimal unloading force, chosen so 
that the force range is not less than half the force for fatigue FM or 50% of the applied 
force F (lesser of these two quantities). In order to compare the actual crack length, the 
starting elastic compliance should be determined at a force chosen between 50% and 
100% of maximum fatigue force. Decrease in successive unloading line slope 
corresponds to the increase of crack length, i.e. to the reduced specimen compliance. 
However, monitoring of crack growth by other means is also acceptable, like potential 
drop measurement during testing. In that case only the force vs. load-line displacement 
plot is used, from which the released energy can be determined. 

 
Figure 23. Determination of load and displace-
ment for calculating CTOD 

Figure 24. Determination of load and load-line 
displacement for J integral calculation 

8. ANALYSIS OF TEST DATA 

European and British standards for fracture mechanics testing have united existing 
standards for individual fracture mechanic parameters testing. Therefore, before starting 
the tests, proper fracture mechanics parameters should be assessed, in other words, one 
should chose between the stress intensity factor, K, the J integral, and crack tip opening 
displacement, δ. For unstable fracture, the parameters are measured at the point instability 
or near it. For stable crack growth, it is necessary to determine the resistance curve (the R 
curve), i.e. the change of J or δ with respect to crack growth ∆a. The European standard 
for determining fracture toughness ESIS P2-92 specifies only the use of single edge notch 
bend (SEN(B)), and compact tensile (C(T)) specimens. 

8.1. Selection of proper fracture mechanics parameter 

It is impossible, prior to testing, to assess whether the specimen will behave in a stable 
or unstable manner, and the ideal diagram force–displacement in Fig. 25 determines 
which fracture mechanics parameter should be measured, as the plot form depends on 
material and dimensions. The testing temperature also affects the selection of proper 
fracture mechanics parameters when ferrite steels are tested, since the plastic to brittle 
transition of these steels at low temperatures (nil ductility transition temperature) is con-
sidered, as shown in Fig. 26. 

In Figs. 25 and 26, the subscript “0.2” refers to blunting and crack growth of 0.2 mm, 
and “0.2/BL” refers to crack growth after blunting at the crack tip; subscript “5” shows 
that a special clip gauge for δ5 has been used. 
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Figure 25. Selection of proper fracture mech-
anics parameter according to GKSS (EFAM 
GTP 94) 

Figure 26. Effect of temperature on the selection 
of proper fracture mechanics parameter 

8.2. Procedure with the specimen after testing 

Except force and displacement data, the calculation of fracture mechanics parameters 
requires crack data: initial fatigue pre-crack length, stretch zone (blunting), and crack 
growth (Fig. 27). These values can be determined after testing and final specimen frac-
ture. If unstable fracture has occurred while testing, i.e. if the specimen was broken 
during the test, initial crack length and stable crack growth are measured. 

The final crack front is marked by additional fatigue of the specimen with the ratio 
minimum/maximum load greater than 0.6 and a reduced force compared to the final force 
in testing. For steel specimens, heating in a furnace at 300°C can be used for tinting. 

 
Figure 27. Definition of fracture characteristics for SEN(B) specimen: 

a) specimens without side grooves; b) specimens with side grooves 
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The most accurate crack measuring is when the crack plane surface area is divided by 
specimen width. It is enough to measure the crack length in 9 equally placed positions 
(Fig. 27). Initial crack length ao of SEN(B) specimen is the distance from the specimen 
surface to the tip of the fatigue pre-crack, while for a C(T) specimen it is the distance 
from the holder axis to the tip of the fatigue pre-crack. Crack length is calculated as the 
sum of average measurement at points 1 and 9 and the average of the remaining seven 
points (Fig. 27). 



 

The test report should include information of any single value scattered for more than 
±10% of the average value, because this can affect the result accuracy. With the same 
accuracy, the distance from notch tip to the fatigue pre-crack tip should be measured. The 
report should include if it is less than 0.05ao or 1.5 mm. It is recommended to measure 
crack growth during testing, ∆a, as the difference between the front of the final- and 
initial crack lengths with 0.05 mm accuracy. Also, determine the greatest and lowest 
crack growth in points 1–9 (Fig. 27), and include if the difference is greater than 20% 
compared to the average crack extension ∆a, or greater than 0.15 mm. Visual inspection 
should determine if regions of arrested unstable crack growth are present on the crack 
surface, and if they are, also include in report. 

9. CALCULATION OF FRACTURE MECHANICS PARAMETERS AND REPORT 

For calculating selected fracture mechanics parameters (Figs. 25 and 26), data of 
specimen dimensions (B, W, C-W, z), initial crack length ao, yield strength Rp0.2 at testing 
temperature, and processed data from force–displacement plots (Figs. 21 to 24) are necessary. 

It is impossible to determine KIc for fracture after elastic-plastic deformation, but it is 
possible to determine critical CTOD or critical J integral (JIc). Data used to determine KIc 
can be taken from the F–V or F–q plots, and from F–V plots for CTOD. The F–q plot can 
be used for determining J integral, while the F–V diagram can be used for determining 
crack growth. In case of compact specimens C(T) with stepped notch, load-line displace-
ment q and crack opening displacement are measured at the same position, therefore are 
equal, and those plots can be used to determine CTOD and J integral. Pop-ins, expressed 
by force drop (vertical axes) and displacement (horizontal axes) that are less than 1% are 
neglected. The significance of greater pop-in values is described in BS 7448. 

9.1. Calculation of plane strain fracture toughness KIc

For plane strain fracture toughness calculation, KIc, it is necessary to analyze the 
testing diagram, calculate the previous result, KQ, and check if the obtained result meets 
dimension requirements of the specimen, regarding the material yield strength Rp0.2. 

Results are interpreted according to Fig. 21. The secant line OFd is drawn from the 
origin with the slope less than the tangent OA of the initial part of the plot. This slope is 
5%, except for F–q specimen plot SEN(B), where it is 4%. For type I and II diagrams, FQ 
is the highest force before Fd, for type III it corresponds to force Fd. If the calculated ratio 
Fmax/FQ is larger than 1.1, the result can be invalid for KIc, but if it is lesser than 1.1, KQ 
should be determined. 

The formula for the SEN(B) specimen is: 

1.5
Q o

Q
F S aK f

WBW
⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (15) 

where S is the support span; B–thickness; W–specimen width; and f(ao/W) is a function 
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Equations used for compact tension specimens C(T) are: 
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Values of f(ao/W) are given in standards by tables for easier calculation of KQ. 
Now the value 2.5(KQ/Rp0.2)2

 is calculated according to Eq. (13). If it is lesser than 
crack length ao, thickness B, and ligament W – a, and if other standard conditions are 
fulfilled, this quantity is the plane strain fracture toughness, i.e. KQ = KIc. If this is not the 
case, the report can only contain the value of KQ. The obtained results can be further used 
for eventual determination of CTOD or J integral. 

9.2. Crack opening CTOD calculation 

All six types of force–displacement plots (Fig. 21) can be used for determining CTOD 
(δ). Data required for Fc, Vc, i.e. Fu, Vu, are determined according to Fig. 21 with the ∆a 
value for a plot without significant pop-in, and for the first major pop-in before fracture, 
types (3) and (5) in Fig. 21, or at the first maximum force level for which force drop is 
5% or greater, or for fracture, when all previous pop-in values are less than 5%. Values 
Fm, Vm, are determined for plots type (6) from Fig. 21. The above mentioned plot values 
are necessary for calculating specimen thickness B, its width W, value C – W for compact 
specimens, and distance of the knife edge, and initial crack length ao. 

The equation used for SEN(B) specimen is: 
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The equation for the C(T) specimen is: 
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and with stepped notch the equation is: 
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9.3. J integral calculation 

All six diagram types can be used for this calculation too. The method for determining 
quantities Fc, qc, Fu, qu, i.e. Fm, qm is the same as for CTOD, except that opening displace-
ment V is replaced by load-line displacement q. Released energy of plastic deformation 
Up is determined according to Fig. 24, as already explained. 

With defined specimen data and plot, the J integral is calculated for SEN(B) specimen 
from the equation: 
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and for C(T) specimens: 
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where the coefficient ηp is specified according to standard ASTM 1737 as: 
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 (24) 

9.4. Data validity check 

Results of specimen preparation and testing should be continually checked to even-
tually stop invalid testing in its earliest stage. 

Before fatigue loading it is necessary to check if specimen dimensions are in accor-
dance with specified limits. 

Before carrying out the fracture test it is necessary to check if: 
– the minimum crack length on the side of the specimen is at least 0.45W; 
– the fatigue crack on both sides of the specimen is 1.5 mm or 0.025W greater than the 

machined notch length, whichever is greater; 
– the difference of crack lengths on both sides did not exceed 15% of average length of 

these two measurements; 
– the fatigue crack is located in the appropriate envelope on both surfaces, according to 

standard. 
After the test on specimen fracture, check that: 

– multi-plane fatigue precracking and fracture is not present at the fatigue precrack front; 
– the average crack length ao is between 0.45W and 0.55W; 
– the crack length in any two measuring points does not differ by more than 10% of ao; 
– no part of the fatigue crack is closer to the notch than 1.3 mm or 0.025W, whichever is 

larger. 
Also, the following conditions should be fulfilled: 

– when manually analysing the force versus displacement record, the initial slope should 
be between 0.85 and 1.5; 

– stress intensity factor for fatigue Kf must be within the specified limits; 
– the fatigue ratio R must not exceed 0.1. 

9.5. Test report 

The test report should contain: 
– title and number of the standard according to which testing has been performed; 
– identity of the test specimen; 
– identity and form of the material tested (e.g. forging, plate, casting), and its condition; 
– the geometry and main dimensions of the specimen tested; 
– if the specimen has normal or reduced dimensions; 
– crack plane orientation; 
– fatigue precracking details, including the final force Ff and R values; 
– tensile strength Rm and yield strength Rp0.2 of the specimen material at temperature of 

fatigue precracking; 
– the span S used in a three-point bend test, if applicable; 
– the knife edge thickness z, if applicable for opening displacement measurement; 
– the rate of increase in starting stress intensity factor K; 
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– force F versus notch opening displacement V record, and/or force F versus load-line 
displacement q record; 

– temperature T during testing; 
– yield strength Rp0.2 of the specimen material at testing temperature; 
– a diagram of the fracture surface showing crack length ao and the shape and size of the 

fatigue precrack, the extent of stable crack extension ∆a, and any evidence of arrested 
brittle crack extension associated with pop-in behaviour, or any other unusual features 
of the fracture surface; 

– the value of plane strain fracture toughness KIc or corresponding quantity KQ for invalid 
testing, including the Fmax/FQ ratio; 

– value and type of CTOD; 
– value and type of J (Jc, Ju, Jm); 
– details of any of the above items that fail to meet validity requirements in the stated 

clauses, and thereby result in an invalid determination of fracture toughness according 
to this method. 
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STATIC AND IMPACT TESTING   

Vencislav Grabulov, Military Technical Institute, Belgrade, Serbia & Montenegro 

1.  THE TENSILE TEST 

1.1. Engineering stress-strain curve 

Basic design information regarding strength and ductility of structural materials is 
provided by the engineering tensile test, widely used also as an acceptance test for the 
specification of materials. In this test, the specimen is subjected to a continually increas-
ing uniaxial tensile force while simultaneous monitoring specimen elongation [1]. An 
engineering stress-strain curve is constructed from load-elongation measurements 
(Fig. 1). Significant points on the engineering stress-strain curve are shown in Fig. 2 and 
Fig. 3. The stress used in this stress-strain curve is the average longitudinal stress in the 
specimen, obtained by dividing the load P by the original specimen cross section area Ao. 

o

PS
A

=  (1) 

The strain in the engineering stress-strain curve is the average linear strain, obtained 
by dividing the elongation of the specimen gauge length, δ, by its original length Lo. 

o

o o o

L LLe
L L L
δ −∆= = =  (2) 

Since both the stress and the strain are obtained by dividing the load and elongation by 
constant factors, the load-elongation curve will have the same shape as the engineering 
stress-strain curve. The two curves are frequently used interchangeably. 

 
Figure 1. Engineering stress-strain curve 
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The shape of the curve and magnitudes of stress and strain of the material will depend 
on its composition, heat treatment, prior history of plastic deformation, and the strain rate, 
temperature, and state of stress imposed during testing. The basic parameters used to 
describe the stress-strain curve of a metal are the tensile strength Smax, yield strength or 
yield point (A or B), percent elongation, and reduction of area. The first two are strength 
parameters; the last two indicate ductility. 

The general shape of the engineering stress-strain curve (Fig. 1) requires further expla-
nation. In the elastic region stress is linearly proportional to strain. When the load exceeds 
a value corresponding to the yield strength, the specimen undergoes gross plastic defor-
mation. It is permanently deformed if the load is released to zero. The stress producing 
continued plastic deformation increases with increasing plastic strain, i.e., the metal 
strain-hardens. The volume of the specimen remains constant during plastic deformation, 
AL = AoLo, and as the specimen elongates, it decreases uniformly along the gauge length 
in cross-section area. Initially, strain hardening more than compensates for this decrease 
in area and the engineering stress (proportional to load P) continues to rise with increas-
ing strain. Eventually a point is reached where the decrease in specimen cross-sectional 
area is greater than the increase in deformation load, arising from strain hardening. This 
condition will be reached first at some point in the specimen that is slightly weaker than 
the rest. All further plastic deformation is concentrated in this region, and the specimen 
begins to neck or thin down locally. Because the cross-section area is now decreasing 
more rapidly than the deformation load is increased by strain hardening, the actual load 
required to deform the specimen falls and the engineering stress according to Eq. (1), 
likewise, continues to decrease until fracture occurs. 

  
Figure 2. Typical tensile stress-strain curve 
for ductile metal, indicating yielding criteria 
in points A and B 

Figure 3. Loading and unloading curves 
showing elastic recoverable strain and plastic 
deformation 

Consider a tensile specimen that has been loaded in excess of the yield stress and then 
the load is removed (Fig. 3). The loading follows the path 0-A-A'. Note that the slope of 
the unloading curve A-A' is parallel to the elastic modulus on loading. 

The recoverable elastic strain while unloading is b = S1/E = (P1/Ao)/E (E stands for 
elasticity modulus). The permanent plastic deformation is the onset a in Fig. 3. Note that 
elastic deformation is always present in the tensile specimen when it is loaded. If the 
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specimen were loaded and unloaded along the path 0-A-B-B', the elastic strain would be 
greater than on loading to P1, since P2 > P1, but the elastic deformation (d) would be less 
than the plastic deformation (c). 
1.1.1. Tensile strength 

The tensile strength, or ultimate tensile strength (UTS), is the maximum load divided 
by the original cross-sectional area of the specimen 

max
u

o

PS
A

=  (3) 

The tensile strength is the value most often quoted from the results of a tensile test; yet 
in reality it is a value of little fundamental significance for the strength of a metal. For 
ductile metals the tensile strength should be regarded as a measure of the maximum load 
which a metal can withstand under the very restrictive conditions of uniaxial loading. For 
many years it was customary to base the strength of parts on the tensile strength, suitably 
reduced by a safety factor. The current trend is in the more rational approach of basing 
the static design of ductile metals on yield strength. Because tensile strength is easy to 
determine and is quite a reproducible property, it is useful for purposes of specifications 
and for product quality control. Many empirical correlations between tensile strength and 
properties such as hardness and fatigue strength are often quite useful. For brittle 
materials, the tensile strength is a valid criterion for design. 
1.1.2. Measures of yielding 

The stress at which the onset of plastic deformation or yielding is observed depends on 
the sensitivity of strain measurements. In most materials there is a gradual transition from 
elastic to plastic behaviour, and the point at which plastic deformation begins is hard to 
define with precision. Various criteria for the initiation of yielding are used depending on 
the sensitivity of strain measurements and the intended use of the data. 
1. True elastic limit based on microstrain measurements of the order of 2×10-6 mm/mm. 

This elastic limit is of very low value. 
2. Proportional limit is the highest stress at which stress is directly proportional to strain. 

It is defined at deviation from the straight-line portion of the stress-strain curve. 
3. The elastic limit is the greatest stress the material can withstand without any measur-

able permanent strain remaining on the complete release of load. With the sensitivity of 
strain usually employed in engineering studies (10-4 mm/mm), the elastic limit is 
greater than the proportional limit. Determination of the elastic limit requires a tedious 
incremental loading-unloading test procedure. 

4. The yield strength is the stress required to produce a small specified amount of plastic 
deformation. The usual definition of this property is the offset yield strength deter-
mined by the stress corresponding to the intersection of the stress-strain curve and a 
line parallel to the elastic part of the curve offset by a specified strain (Fig. 1), usually 
specified as a strain of 0.2 percent (e = 0.002). 

(strain offset 0.02)
o

o

P
S

A
==  (4) 

A good way of viewing the offset yield strength is after the specimen is loaded to its 
0.2% offset yield strength and thus unloaded, whence it becomes 0.2% longer than before 
the test. The yield strength obtained by an offset method is commonly used in design. 
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1.1.3. Measures of ductility 
Ductility is a qualitative, subjective property of a material. In general, measurements 

of ductility are of interest in three ways [2]: 
1. To indicate the extent to which a metal can be deformed without fracture in metal-

working operations such as rolling and extrusion. 
2. An indication to the designer, in a general way, of the ability of the metal to flow 

plastically before fracture. A high ductility indicates that the material is likely to 
deform locally without fracture. 
The conventional measures of ductility obtained from tensile tests are the engineering 

strain at fracture ef (usually called the elongation) and the reduction of area at fracture q. 
Both properties, usually expressed in percentage, are obtained after fracture, by joining 
the specimen back together and taking measurements of Lf and Af
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Since plastic deformation will be concentrated in the necked region of the tensile 
specimen, the value of ef will depend on the gauge length Lo over which the measurement 
is taken. The smaller the gauge length, the greater will be the contribution to the overall 
elongation from the necked region, and the higher will be the value of ef. 

The reduction of area does not suffer from this difficulty. Reduction of area values can 
be converted into an equivalent zero-gauge-length elongation ef. According to the volume 
constancy relationship for plastic deformation, AL = AoLo, one can obtain 

1 1, 1
1 1
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− −
1

1 q−
 (7) 

This represents the elongation based on a very short gauge length near the fracture. 
Since the engineering stress-strain curve is often quite flat in the vicinity of necking, it 

may be difficult to establish the strain at maximum load without ambiguity. 
1.1.4. Modulus of elasticity 

The slope of the initial linear portion of the stress-strain curve is the modulus of elasti-
city, or the Young’s modulus. The modulus of elasticity is a measure of stiffness of the 
material, for computing deflections of beams and other members. However, an increase in 
temperature decreases the modulus of elasticity. Typical values at different temperatures 
are given in Table 1, [3]. 

Table 1. Typical values of modulus of elasticity at different temperatures 
Modulus of elasticity E, ×103 MPa   Material 

20°C 205°C 425°C 540°C 650°C 
Carbon steel 207 186.3 155.25 134.5 124.2 

Austenitic stainless steel 193 176 159 155 145 
Titanium alloys 113.7 96.5 73.7 69.6  

Aluminium alloys 72.4 62 53.8   
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1.1.5. Resilience 
The ability of a material to absorb energy when deformed elastically and to return it 

when unloaded is called resilience. This is usually measured by the modulus of resilience, 
which is the strain energy per unit volume required to stress the material from zero stress 

to yield stress So. The strain energy per unit volume for uniaxial tension is 1
2o xU S= xe , 

and from the above definition the modulus of resilience UR is 
21 1

2 2
o o

R o x o
S S

U S e S
E E

= = =  (8) 

This equation indicates that the ideal material for resisting energy loads in applications 
where the material must not undergo permanent distortion, such are mechanical springs, 
is the one having a high yield stress and a low modulus of elasticity. 
1.1.6. Toughness 

The toughness of a material is its ability to absorb energy in the plastic range. The 
ability to withstand occasional stresses above yield stress without fracturing is particular-
ly desirable in parts such are freight-car couplings, gears, chains, and crane hooks. 
Toughness is a commonly used concept which is difficult to pin down and define. One 
way of looking at toughness is to consider that it is the total area under the stress-strain 
curve. This area is an indication of the amount of work per unit volume which can be 
done on the material without causing it to rupture. Figure 4 shows stress-strain curves for 
high and low-toughness materials. The high-carbon spring steel has higher yield- and 
tensile strengths than the medium-carbon structural steel. However, the structural steel is 
more ductile and has a greater total elongation. The total area under the stress-strain curve 
is greater for the structural steel, and therefore it is a tougher material. This illustrates that 
toughness is a parameter which comprises both strength and ductility. The crosshatched 
regions in Fig. 4 indicate the modulus of resilience for each steel. Because of its higher 
yield strength, the spring steel has greater resilience. 

 
Figure 4. Comparison of stress-strain curves for high-and low-toughness materials 

The area under the stress-strain curve can be approximated in different ways. For 
ductile metals which have a stress-strain curve like that of the structural steel (Fig. 4), the 
area under the curve can be approximated by either of the following equations: 

u fU S e≈  (9) 
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or  
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For brittle materials the stress-strain curve is sometimes assumed to be parabolic, and 
the area under the curve is given by approximation 

2
3T uU S≈ fe  (11) 

1.2. True-stress – true-strain curve 

The engineering stress-strain curve does not give a true indication of deformation 
characteristics of a metal because it is based entirely on original dimensions of the 
specimen, and these dimensions change continuously during the test. Also, ductile metal 
pulled in tension becomes unstable and necks down during the course of the test. Since 
the cross-section area of the specimen decreases rapidly at this stage in the test, the load 
required to continue deformation falls off. The average stress based on original area 
decreases likewise, and this produces the fall-off in the stress-strain curve beyond the 
point of maximum load. Actually, the metal continues to strain-harden all the way up to 
fracture, so that stress required to produce further deformation should also increase. If 
true stress is used, based on the actual cross-section area of the specimen, it is found that 
the stress-strain curve increases continuously up to fracture. If the strain is measured also 
instantaneously, the curve which is obtained is known as a true-stress–true-strain curve, 
or a flow curve. Any point on the flow curve can be considered as the yield stress for a 
metal strained in tension by the amount shown off the curve. Thus, if the load is removed 
at this point and then reapplied, the material will behave elastically throughout the entire 
range of reloading. Figure 5a shows the flow curve for a rigid, perfectly plastic material. 
For this idealized material, a tensile specimen is completely rigid (zero elastic strain) until 
axial stress equals σo, whereupon the material flows plastically at a constant flow stress 
(zero strain hardening). This type of behaviour is approached by a ductile metal which is 
in a highly cold worked condition. Figure 5b illustrates the flow curve for a perfectly 
plastic material with an elastic region. This behaviour is approached by a material such as 
plain carbon steel which has a pronounced yield-point elongation. A more realistic 
approach is to approximate the flow curve by two straight lines corresponding to the 
elastic and plastic regions (Fig. 5c). 

 
Figure 5. Idealized flow curves:  (a) Rigid ideal plastic material; (b) Ideal plastic 

material with elastic region; (c) Piecewise linear (strain-hardening) material 

The true stress σ is expressed in terms of engineering stress S by 

( 1) ( 1
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The derivation of Eq. (12) assumes both constancy of volume and a homogeneous 
distribution of strain along the gauge length of the tensile specimen, and should only be 
used until the onset of necking. Beyond maximum load the true stress should be 
determined from actual measurements of load P and cross-section area A. 

P
A

σ =  (13) 

The true strain ε may be determined from the engineering or conventional strain e by 
ln( 1)eε = +  (14) 

This equation is applicable only to the onset of necking. Beyond maximum load the 
true strain should be based on actual area or diameter measurements. 

2

2
( 4)ln ln 2ln
( 4)

o o oA D D
A DD

πε
π

= = =  (15) 

In Fig. 6, the true-stress–true-strain curve is compared with its corresponding engi-
neering stress–strain curve. (Because of relatively large plastic strains, the elastic region 
has been compressed into the y axis). In agreement with Eqs. (2) and (4), the true-stress–
true-strain curve is always to the left of the engineering curve until the maximum load is 
reached. Beyond maximum load, the high localized strains in the necked region, Eq. (15), 
exceed the engineering strain calculated from Eq. (2). Some flow curves are linear from 
maximum load to fracture, in other cases its slope continuously decreases up to fracture. 

 
Figure 6. Comparison of engineering and true stress–strain curves 

The formation of a necked region or mild notch introduces triaxial stresses which 
make it difficult to determine accurately the longitudinal tensile stress to fracture. 
1.2.1. True stress at maximum load 

The true stress at maximum load corresponds to the true tensile strength. For most 
materials necking begins at maximum load at a value of strain where the true stress equals 
the slope of the flow curve. Let σu and εu denote true stress and true strain at maximum 
load when the cross-sectional area of the specimen is Au. The ultimate tensile strength is 
given by Su = Pmax/Ao and since σ  = P /A  and ε  = ln(A /A ), eliminating P  yieldsu max u u o u max ,

o
u u
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σ = ,  u
u uS eεσ = (16) 
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1.2.2. True fracture stress 
The true fracture stress is the load at fracture divided by the cross-section area at 

fracture. This stress should be corrected for the triaxial state of stress existing in the 
tensile specimen at fracture. 
1.2.3. True fracture strain 

The true fracture strain εf is the true strain based on the original area Ao and the area 
after fracture Af, 

ln o
f

f

A
A

ε =  (17) 

This parameter represents the maximum true strain that the material can withstand 
before fracture and is analogous to the total strain to fracture of the engineering stress-
strain curve. Since Eq. (14) is not valid beyond the onset of necking, it is not possible to 
calculate εf from measured values of ef. However, for cylindrical tensile specimens the 
reduction of area q is related to the true fracture strain by the relationship 

1ln
1f q

ε =
−

 (18) 

1.2.4. True uniform strain 
The true uniform strain εu is the true strain based only on the strain up to maximum 

load. It may be calculated from either the specimen cross-section area Au or the gauge 
length Lu at maximum load. Equation (14) may be used to convert conventional uniform 
strain to true uniform strain, 
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A
A

ε =  (19) 

1.2.5. True local necking strain 
The local necking strain εn is the strain required to deform the specimen from maxi-

mum load to fracture, 

ln u
n

f
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A

ε =  (20) 

The flow curve of many metals in the region of uniform plastic deformation can be 
expressed by the simple power curve relation 

nKσ ε=  (21) 
where n is the strain-hardening exponent and Κ is the strength coefficient. The strain-
hardening exponent [3] may have values from n = 0 (perfectly plastic solid) to n = 1 
(elastic solid) (Fig. 8). For most metals n has values between 0.10 and 0.50 (Tab. 2). A 
log-log plot of true stress and true strain up to maximum load will result in a straightline 
if Eq. (21) is satisfied by the data (Fig. 7). The linear slope of this line is n, and Κ 
corresponds to the true stress at ε = 1.0 (for area reduction q = 0.63). 

It is important to note that the rate of strain hardening dσ/dε, is not identical with the 
strain-hardening exponent. From the definition of n it follows 

(log ) (ln ) or
(log ) (ln )

     d d d dn n
d d d d

σ σ ε σ σ
ε ε σ ε ε

= = = = σ
ε

 (22) 
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Figure 7. Log-log plot of true stress-strain curve Figure 8. Various forms of power curve σ = Kεn

Table 2. Values for n and Κ for metals at room temperature [4] 
Metal Condition n Κ, MPa 

0.05% C steel Annealed 0.26 530 
SAE 4340 steel Annealed 0.15 641 

0.6% C steel Quenched and tempered 575°C 0.10 1572 
0.6% C steel Quenched and tempered 740°C 0.19 1227 
70/30 brass Annealed 0.49 896 

2.  IMPACT TESTING 

During World War II a great deal of attention was directed to the brittle failure of 
welded Liberty ships and T-2 tankers [4]. Some of these ships broke completely in two, 
while, in other instances, the fracture did not completely disable the ship. Most of the 
failure occurred during the winter. Failures occurred both when the ships were in heavy 
seas and when they were anchored at dock. A broad research program was undertaken to 
find the causes of these failures and to prescribe the remedies for their future prevention. 
This calamity focused attention on the fact that normally ductile mild steel can become 
brittle under certain conditions. In addition to research designed to find answers to this 
problem, other research was aimed at gaining a better understanding of the mechanism of 
brittle fracture and fracture in general. While the brittle failure of ships focused great 
attention to brittle failure in mild steel, it is important to understand that this is not the 
only application where brittle fracture is a problem. Catastrophic failures in pressure 
vessels, tanks, pipelines, and bridges have been documented [5], since the year 1886. 

Three basic factors contribute to a brittle-cleavage type of fracture. They are (1) a 
triaxial state of stress, (2) a low temperature, and (3) a high strain rate or rapid rate of 
loading. All three of these factors do not have to be present at the same time to produce 
brittle fracture. A triaxial state of stress, such existing at a notch, and low temperature are 
responsible for most service failures of the brittle type. However, since these effects are 
accentuated at a high rate of loading, many types of impact tests have been used to 
determine the susceptibility of materials to brittle behaviour. Steels which have identical 
properties when tested in tension or torsion at slow strain rates can show pronounced 
differences in their tendency for brittle fracture when tested in a notched-impact test. 

Since the ship failures occurred primarily in structures of welded construction, it was 
considered for a time that this method of fabrication was not suitable for service where 
brittle fracture might be encountered. A great deal of research has since demonstrated that 
welding, per se, is not inferior in this respect to other types of construction. However, 
strict quality control is needed to prevent weld defects which can act as stress raisers or 
notches. New electrodes have been developed for a weld with better properties than the 
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mild-steel plate. The design of a welded structure is more critical than the design of an 
equivalent riveted structure. It is important to eliminate stress raisers and reduce rigidity. 

2.1. Notched-bar impact tests 

Various types of notched-bar impact tests are used to determine the tendency of a 
material to behave in a brittle manner. The results obtained from notched-bar tests are not 
convenient for design, since it is not possible to measure the components of the triaxial 
stress condition at the notch. Furthermore, there is no general agreement on the interpreta-
tion or significance of results obtained with this type of test. 

Nowadays, Charpy specimen of a square cross section (10×10 mm) containing 2 mm 
deep 45° V notch, with a 0.25 mm root radius, is generaly accepted. The specimen is 
supported as a beam in a horizontal position and loaded behind the notch by the impact of 
a heavy swinging pendulum (Fig. 9) with the impact velocity of approximately 5 m/s. The 
specimen is forced to bend and fracture at a high strain rate on the order of 103 s-1. 

 
Figure 9. Sketch showing method of loading in Charpy impact test 

Plastic constraint at the notch produces a triaxial state of stress. The maximum plastic 
stress concentration is given by 

1
2 2

Kσ
π ω⎛ ⎞= + −⎜ ⎟

⎝ ⎠
 (23) 

where ω is the included flank angle of the notch. The relative values of the three principal 
stresses depend strongly on the dimensions of the bar and the details of the notch. The 
standard Charpy V specimen is thick enough to ensure a high degree of plane-strain and 
triaxiality across almost all of the notched cross section, and provides a severe condition 
for brittle fracture. Therefore, nonstandard specimens should be used with great care. 

The principal measurement from the impact test is the energy absorbed in fracturing 
the specimen. After breaking the test bar, the pendulum rebounds to a height which 
decreases as the energy absorbed in fracture increases. The energy absorbed for fracture, 
in joules (J), often designated Cv, is read directly from a calibrated dial on the impact 
tester. Sometimes impact test results are expressed in energy absorbed per unit cross-
sectional area of the specimen (notch or impact toughness). Fracture energy measured by 
the Charpy test is only a relative energy and cannot be used directly in design equations. 

Another common result obtained from the Charpy test is based on examination of the 
fracture surface. The fracture is fibrous (shear fracture), granular (cleavage fracture), or a 
mixture of both. These different modes of failure are readily distinguishable even without 
magnification. The flat facets of cleavage fracture provide a high reflectivity and bright 
appearance, while the dimpled surface of a ductile fibrous fracture provides a light-
absorptive surface and dull appearance. Usually an estimate is made of the percentage of 
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the fracture surface that is cleavage (or fibrous) fracture. Figure 10 shows how the 
fracture appearance changes from 100 percent flat cleavage (left) to 100 percent fibrous 
fracture (right) as the test temperature is increased. The fibrous fracture appears first 
around the outer surface of the specimen (shear lip) where the triaxial constraint is the 
least. Gradual decrease in the granular region and increase in lateral contraction at the 
notch with increasing temperature is visible. Sometimes in the Charpy test the ductility is 
measured as indicated by the percent contraction of the specimen at the notch. 

 
Figure 10. Fracture surfaces of Charpy specimens of mild steel, tested at different temperatures: 

5°C (left); 38°C (center); 100°C (right)  

The notched-bar impact test is most meaningful when conducted over a range of 
temperature so that the temperature for ductile-to-brittle transition can be determined. 
Figure 11 illustrates the type of curves. The energy absorbed decreases with decreasing 
temperature but for most cases the decrease is not sharp at a certain temperature, and it is 
difficult to determine accurately the transition temperature. In selecting a material from 
the standpoint of impact toughness or tendency to brittle failure, the important factor is 
the transition temperature. Steel A (Fig. 11) shows higher impact toughness at room 
temperature; yet its transition temperature is higher than that of steel B. The material with 
the lowest transition temperature is to be preferred. 

Notched-bar impact tests are subject to considerable scatter, particularly in the region 
of the transition temperature [5]. Most of this scatter is due to local variations in the 
properties of the steel, but also notch shape and depth are critical variables, which can not 
be perfectly reproduced. Proper placement of the specimen in the anvil is also important. 

The principal advantage of the Charpy V-notch impact test is that it is a simple test 
that utilizes a cheap, small specimen. Tests can readily be carried out over a range of 
subambient temperatures. Moreover, the design of the test specimen is well suited for 
measuring differences in notch toughness in low-strength materials such as structural 
steels. The test is used for comparing the influence of alloy studies and heat treatment on 
notch toughness. It frequently is used for quality control and material acceptance. The 
chief difficulty is that the results of the Charpy test are not directly applicable in design. 

2.2. Instrumented Charpy test 

The conventional Charpy test measures the total energy absorbed in fracturing the 
specimen. Additional information can be obtained if the impact tester is instrumented to 
provide a load-time history of the specimen during the test [6]. Figure 12 shows an 
idealized load-time curve for an instrumented Charpy test. With this kind of record it is 
possible to determine the energy required for initiating fracture (crack) and the energy 
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required for propagating fracture. It also yields information on the load for general yield-
ing, the maximum load, and the fracture load. 

 
Figure 11. Transition-temperature 

curves for two steels 
Figure 12. Load-time history for an 

instrumented Charpy test 

If the velocity of the impact pendulum is assumed constant throughout the test then 

0

t

oE v Pdt′ = ∫  (24) 

where vo is initial pendulum velocity, Ρ is instantaneous load and t is time. 
However, the assumption of a constant pendulum velocity v is not valid, since ν 

decreases in proportion to the load on the specimen. It is usually assumed that [7] 
(1 )tE E α′= −  (25) 

where Et is the total fracture energy, α = E′/4Eo, and Eo is the initial energy of pendulum. 
Because the root of the notch in a Charpy specimen is not as sharp as in fracture 

mechanics tests with precracked specimens, there has been a trend toward using standard 
Charpy specimens which are precracked by the introduction of a fatigue crack at the tip of 
the V notch. These precracked specimens have been used in the instrumented Charpy test 
to measure dynamic fracture toughness values (KId). 

The results of Charpy test can be used in design for material selection, appreciating 
the material behaviour described in next figures. The area under diagram (Fig. 12) is 
proportional to absorbed energy. Different shapes of diagram for the same absorbed 
energy are presented in Fig. 13. The material requires higher load in diagram (a) than in 
diagram (b), but for the same energy the fracture time is greater in case (b) than in case 
(a) indicating possible different material behaviour in loaded structure. Material (a) is 
convenient for impact loading (e.g. an armor protection), material (b) is recommended for 
pressurized equipment (e.g. pressure vessel). For the same load level the ratio between 
energy for crack initiation and its propagation can be quite different, e.g. 20:80 for case 
(c) and 80:20 for case (d). Without a deep analysis, it can be noticed that higher crack 
propogation energy is convenient for welded joint, having in mind that crack-like defects 
can not be excluded in welded structures. This also indicates that Charpy test results can 
be taken as an additional criterion of material weldability. 

Shape of diagrams, in addition to absorbed energy values obtained in instrumented 
testing, defines material behaviour during fracture at different temperatures, primarily 
low temperatures, is in an idealized form presented in Fig. 14. 
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Figure 13. Different shapes of Charpy test diagrams for same absobred energy (100 J) 

Both tested materials are of the same absorbed energy in temperature interval –140°C 
to +20°C, having the same ratio of crack initiation to crack propagation energy at room 
temperature (Fig. 14). However, this ratio is different for the same total absorbed energy. 
Crack initiation energy is always lower compared to crack propagation energy in case (a), 
whereas this relation is changed in case (b). This behaviour has to be appreciated when 
evaluating the use of material at low temperature and at high load rates. 

 
Figure 14a. Different shapes of diagrams for Charpy test at different temperatures 
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Figure 14b. Different shapes of diagrams for Charpy test at different temperatures 

2.3. Instrumented impact test results at different temperatures 

The significance of impact testing is illustrated by test results for two high strength 
steels presented in Fig. 15. Chemical composition is given in Table 3, and tensile proper-
ties in Table 4. The difference in strength and ductility is not expressed in the same level 
as the case with impact toughness properties. Steel A, with low carbon content, exhibited 
high impact energy at low temperatures (down to –100°C) for crack propagation and also 
crack initation [8]. However, there is a significant effect of rolling direction. For steel B, 
with 0.3% C, the impact energy is low, and nil ductility transition temperature can be 
determined (between –40°C and –60°C). 

 

 
Figure 15. Instrumented impact test results obtained with Charpy V specimen for steels A and B 

L–notch in cross-rolling direction; C–notch in rolling direction 
1–crack initiation energy, 2–crack propagation energy, 3–total energy 
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Table 3. Chemical composition (wt%) of tested steels 
Steel C Si Mn P S Cr Ni Mo V Al 

A 0.1 0.27 0.35 0.014 0.012 1.11 2.65 0.26 0.1 0.05 
B 0.3 0.28 0.73 0.02 0.008 2.05 1.87 0.3 - - 

Table 4. Tensile properties of tested steels 
 Yield strength Ultimate tensile strength Elongation Reduction of cross section area 

Steel YS, MPa UTS, MPa A, % Z, % 
A 780 825 18 68 
B 940 1015 16.7 58.2 

 

3. HIGH RATE IMPACT TEST  

Probably the chief deficiency of the Charpy impact test is that the small specimen is 
not always a realistic model of the actual situation. Not only does the small specimen lead 
to considerable scatter, but a specimen with thickness of 10 mm cannot provide the same 
constraint as would be found in a structure with much greater thickness. The situation that 
can result is shown in Fig. 16. At a particular service temperature the standard Charpy 
specimen shows a high shelf energy, while actually the same material in a thick-section 
structure has low toughness at the same temperature. The most logical approach to this 
problem is the development of tests that are capable of handling specimens of extended 
thickness (e.g. explosion bulge test, drop weight test). 

  
Figure 16. Effect of section thickness on 

transition-temperature curves 
Figure 17. Explosion bulge test: disposition and 

principal dimensions  

3.1. Exposion bulge test 

The basic need for large specimens resulted from the inability to produce fracture in 
small laboratory specimens at stresses below gross yield stress, whereas brittle fractures 
in ship structures occur at service temperatures at elastic stress levels, as experienced with 
Liberty ships. The development of such tests and their rational method of analysis has 
been chiefly the work of Pellini [9] and his co-workers at the Naval Research Laboratory. 
Disposition and principal dimensions in the explosion bulge test are presented in Fig. 17. 

The explosion bulge test, developed in the U.S. Naval Research Laboratory (NRL) to 
study the problem of brittle fracture in structural steels used in welded ship hulls, is 
presented in Fig. 18. Die support (rig) with the base allows bulging of properly positioned 
test plate (specimen). Cast explosive charge of specified mass and power should be 
applied at properly determined distance, obtained by cardboard box over the test plate. 
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Test assembly during shot is presented on the right. High rate of explosion loading contri-
butes to brittle fracture of test plate. 

 
Figure 18. Explosion bulge test, developed in the U.S. Naval Research Laboratory (NRL) 

In addition to fast fracture by explosion shot, a unique “crack-starter” can contribute to  
brittle fracture condition. In the first development [10] of explosion bulge tests the test 
plate was supplied with brittle weld bead deposited on the surface of 25 mm steel plate, 
sized 500×500 mm. The latter feature is a short bead of very hard brittle weld metal 
which is notched in a manner to insure the initiation of a cleavage crack as soon as the 
base metal is subjected to any bending. The specimen, with the welded short bead face 
down is placed upon the circular supporting die and a standardized charge of explosive is 
detonated at the fixed position above the specimen. During the extremely rapid loading, 
the brittle weld bead introduces small natural cracks in the test plate (similar to a crack in 
weld), initiating cleavage cracks at the root of the notch and transferring them to the base 
metal as running cracks. The behaviour of the test plate depends upon the ability of the 
base metal to arrest the running crack and to deform while permitting only high-energy 
absorbing, shear-type fracture to propagate. If the steel is not capable of arresting the 
running crack, the plate develops many cleavage fractures and breaks flat; that is, little 
plastic forming occurs downward into the die cavity. Tests can be carried out over a range 
of temperatures and then the appearance of the fracture determines the transition tempera-
tures (Fig. 19). Below the NDT the fracture is a flat (elastic) fracture running completely 
to the edges of the test plate. Above the nil ductility temperature a plastic bulge forms in 
the center of the plate, but the fracture is still a flat elastic fracture out to the plate edge. 
At a still higher temperature the fracture does not propagate outside of the bulged region. 
The temperature at which elastic fracture no longer propagates to the edge of the plate is 
called the fracture transition elastic (FTE). The FTE marks the highest temperature of 
fracture propagation by purely elastic stresses. At yet higher temperature the extensive 
plasticity results in a helmet-type bulge. The temperature above which this fully ductile 
tearing occurs is the fracture transition plastic (FTP). 

 
 

138



 
Figure 19. Fracture appearance vs. temperature for explosion–crack-starter test 

NDT–Nil Ductility Transition; FTE–Fracture Transition Elastic; FTP–Fracture transition plastic 

In this way welded joint specimens could also be tested (Fig. 20). 

 
Figure 20. Fracture appearance vs. temperature for explosion–crack-starter test of 
welded joint specimens. Crack starter of very hard weld metal short bead in the 

middle and circular trace of supporting die are visible. 
Left: Nil ductility temperature flat break. Brittle fractures extend to edge of plate 

Middle: Fracture transition elastic. Fractures are arrested in elastically loaded die-supported region 
Right: Fracture transition plastic. Fractures are arrested in plastically loaded (bulged) region 

The explosive charge capacity was selected for loading the specimen to insure a con-
tinuing store of energy to feed the propagating cracks. In essence, the gas pressure was 
maintained for sufficient duration so that stress unloading could not occur during crack-
ing. The final feature of the explosion bulge test is to have a series of specimens heated or 
cooled to progressive temperatures over a range that encompasses expected fracture tran-
sition points (Fig. 19). Welded joint (and unwelded) test plates are notched in the bead of 
brittle weld metal to provide small flaw and are subjected to repeated shots. Weld rein-
forcement on face is ground flush at end to permit notch depth developement without 
visible intimate contact with supporting die. Below nil ductility temperature, the test 
plates show no deformation because the weld crack is accepted by the base metal (starting 
in the heat-affected zone) as a brittle running fracture, and is unable to resist its propaga-
tion by cleavage fracture. Above this transition temperature range, the brittle weld crack 
is arrested. Energy from the explosive charges is effectively utilized by the plate, by 
successive bulging into the die. Plate thickness in bulge is measured after each shot. 

The explosion bulge test makes use of a large plate specimen that incorporates novel 
features in its preparation and testing procedure. However, the application of explosion in 
the test introduced inconveniences and a new loading type had been proposed. 
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3.1.1. Explosion bulge test results  
As an illustration, the results of explosion bulge test with the plates (BM) of steels A 

and B (Tables 3 and 4) are presented in Fig. 21, [8]. After each shot, the reduction of 
thickness ∆R and bulge extension B were measured. Again the effect of rolling direction 
of steel A is significant, and steel B exhibited linear behaviour. 

 

 
Figure 21. Typical results of explosion bulge test for steels A and B, expresed by reduction of 

thickness ∆R and bulge development B vs. number of explosions 
L–notch in hard bead in cross-rolling direction; C–notch in rolling direction 

3.2. DROP WEIGHT TEST 

Experience gathered with the explosion bulge test in NRL has led to the development 
of drop-weight test, intended to avoid the explosion. The energy for DWT is obtained 
from potential energy of falling mass (weight). Due to significant weight of the tup and 
height of device, much more energy can be obtained compared to Charpy pendulum. 

The drop weight test (DWT) was developed [11] specifically for the determination of 
the NDT temperature on full thickness plates (Fig. 22). The simplicity of the drop-weight 
specimen, the apparatus for applying load and the interpretation of results, contributed to  
wide use of this test. The stress applied to the specimen during the impact loading is 
limited to the yield point by a stopping block attached to the anvil below the specimen 
(Fig. 23). This is the practical device for evaluating the ability of the steel to withstand 
yield point loading in the presence of a small flaw. 

The specimens may be oxygen-cut from a parent plate and additonally machined. 
When thinner specimens are prepared from a very thick plate, the original tolled surface 
is to be employed on the welded (tension) face of the specimen. Since the specimen is a 
wide beam loaded in three-point bending, this restriction limits the stress on the tension 
face of the plate to a value that does not exceed yield stress. A short bead of brittle weld 
metal, taken from explosion bulge test, is deposited on the plate surface, 15 to 25 mm 
thick, typically sized 80×350 mm (Fig. 24). Although intended primarily for the testing 
plate, a welded specimen can have the crack-starter notch located over the weld metal or 
heat-affected zone, as illustrated in specimen B. As shown in C, weld bead of special 
electrode φ5 mm is manually deposited by process in two increments, starting at ends and 
overlapping in area which will be notched by abrasive disk. When the tup strikes the back 
of the specimen, very earliest bending generates a sharp cleavage crack, which initiates in 
the root of the weld notch and runs to the weld fusion line. As bending continues and the 
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imposed stress in the outer fibers rises to the yield point, the steel either (1) accepts initia-
tion of a cleavage crack which “runs” completely through the section and results in a 
broken specimen (Fig. 25), or (2) initiation of cleavage fracture is resisted and the speci-
men bends the small, additional amount permitted by the anvil stop, without complete 
fracturing. The specimen, before testing cooled in a bath to the requested temperature, is 
supported as a simple beam. The brittle weld bead is fractured at near yield-stress levels 
as a result of dynamic loading from a falling weight. If the starter-crack propagates across 
the width of the plate on the tension surface to the edges, the test temperature is below the 
NDT. Complete separation on the compression side of the specimen is not required. The 
NDT is the highest temperature at which a nil ductility break is produced. The test is quite 
reproducible and NDT temperature in this test can be determined to the nearest – 12°C. 

  
Figure 22. Drop weight test configuration Figure 23. The anvil stop 

        
Figure 24. Drop weight test specimen 

3.2.1. Determination of nil-ductility temperature from tested specimens 
Figure 25 provides essential details of the bead-on-plate specimen with the “crack-

starter” weld, and the procedure which is employed to test a series of specimens over a 
range of progressive temperatures to determine the NDT for steel. The drop-weight test 
was devised for testing relatively heavy structural sections, and is not recommended for 
base metal pieces less than 12.5 mm thick. A complete description of the standard method 
for conducting the NRL Drop-Weight Test is presented in ASTM E 208. 

A specimen is considered broken if fracture on tension surface extends to one or both 
edges. Duplicate no-break performance is required 10°C above NDT. NDT for steel in 
specimens in Fig. 25 is 0°C. 

 
 

141



 
Figure 25. Results of drop-weight test for determination of nil-ductility transition temperature 

3.3. Dynamic tear test (DT) 

The dynamic tear test (DT) is an extended version of drop weight test, in effect a giant 
Charpy test (Fig. 26). While specimens are usually 15 and 25 mm thick, DT tests have 
been made on specimens up to 300 mm thick. The notch is an electron-beam weld which 
is embrittled metallurgically by alloying (Ti is added to produce a brittle Fe–Ti alloy). 
The narrow weld is fractured easily, providing a reproducible sharp crack. As in the 
Charpy test, specimens are fractured over a range of temperature in a pendulum-type 
machine and the energy absorbed in fracture is measured. However, while the maximum 
energy capacity of a standard Charpy impact tester is 325 J, the pendulum tester used 
with the DT test has a capacity of 13 550 J. 

  
Figure 26. Dynamic drop-weight tear test Figure 27. Robertson crack-arrest test 

3.4. Robertson crack-arrest test 

Another important type of test is the crack-arrest test [12], which provides a relation-
ship between the stress level and the ability of the material to arrest a rapidly propagating 
crack. Figure 27 illustrates the Robertson crack-arrest test. A uniform elastic tensile stress 
is applied to a plate specimen 150 mm wide. A rapidly moving brittle fracture is initiated 
by impact loading at a starter crack on the cold side of the specimen. The crack propa-
gates up a temperature gradient toward the hot side. The point across the specimen width 
at which the temperature is high enough to give sufficient ductility to blunt the crack is 
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called the crack-arrest temperature (CAT). In an alternative form of the test, the tempera-
ture across the specimen is constant and tests are carried out with successive specimens at 
increasing temperature until the CAT is reached. Crack-arrest tests on mild steel below 
NDT show that the CAT is independent of temperature but the stress level for crack arrest 
is very low. If the stress is greater than 35 to 55 MPa, brittle fracture will occur. Obvi-
ously, this stress level is too low for practical engineering design, so that steels cannot be 
used below the NDT. While crack-arrest tests are among the most quantitative of brittle-
fracture tests, they are not used extensively because they require large testing machines 
and large specimens. 

4. FRACTURE ANALYSIS DIAGRAM 

Nil-ductility transition temperature as determined by the drop weight test is regarded 
the most important reference point on the fracture analysis diagram because of the sim-
plicity with which it is determined, and because a steel is characterized by a single NDT. 
Fracture analysis system introduces considerable promise for guiding engineering design 
and selection of steel for fracture-safe weldments and structures. 

More detailed consideration is necessary before use of transition points in engineering 
design through the fracture analysis diagram, through reference to basic properties of the 
tension test. The sub-ambient temperature dependences of yield strength σo and ultimate 
tensile strength σu in a bcc metal are shown in Fig. 27. For an unnotched specimen with-
out flaws, the material is ductile until a very low temperature, point A, where σo = σu. 
Point A represents the NDT temperature for a flaw-free material. The curve BCD repre-
sents the fracture strength of a specimen containing a small flaw (a < 0.1 mm). The 
temperature corresponding to point C is the highest temperature at which the fracture 
strength σf » σo. Point C represents the NDT for a specimen with a small crack or flaw. 
The presence of a small flaw raises the NDT of a steel by about 90°C. 

 
Figure 27. Temperature dependence of yield strength (σo), tensile strength (σu), and 

fracture strength for a steel containing flaws of different sizes 
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Increasing the flaw size decreases the fracture stress curve, as in curve EF, until with 
increasing flaw size a limiting curve of fracture stress HJKL is reached. Below the NDT, 
the limiting safe stress is 35 to 55 MPa. Above NDT the stress required for unstable 
propagation of a long flaw (JKL) rises sharply with increasing temperature. This is the 



crack-arrest temperature curve (CAT). The CAT defines the highest temperature at which 
unstable crack propagation can occur at any stress level. Fracture will not occur for any 
point to the right of the CAT curve. 

The temperature above which elastic stresses cannot propagate a crack is the fracture 
transition elastic (FTE). This is defined by the temperature when the CAT curve crosses 
the yield-strength curve (point K). The fracture transition plastic (FTP) is the temperature 
where the CAT curve crosses the tensile-strength curve (point L). Above this temperature 
the material behaves as if it were flaw-free, for any crack, no matter how large, cannot 
propagate as an unstable fracture. 

Data obtained from the DWT and other large-scale fracture tests have been assembled 
by Pellini and co-workers [13] into a useful design procedure called the fracture analysis 
diagram (FAD). The NDT as determined by the DWT provides a key data point to start 
construction of the fracture analysis diagram and transition temperature features of steels 
(Fig. 28). For mild steel below NDT the CAT curve is flat. A stress level in excess of 35 
to 55 MPa causes brittle fracture, regardless of the size of the initial flaw. Extensive 
correlation between NDT and Robertson CAT tests for a variety of structural steels have 
shown that the CAT curve bears a fixed relationship to the NDT temperature. Thus, the 
NDT –1°C provides a conservative estimate of the CAT curve at stress of σo/2, 
NDT +15°C provides an estimate of the CAT at σ = σo, and, the FTE and NDT +50°C 
provides an estimate of the FTP. So, once NDT for structural steels is determined, the 
entire scope of the CAT curve can be established well enough for engineering design. 

 
Figure 28. Fracture-analysis diagram showing influence of various initial flaw sizes [13] 

The curve that has been traced out in Fig. 28 represents the worse possible case for 
large flaws in excess of 600 mm. One can imagine a spectrum of curves translated 
upward and to the left for smaller, less severe flaws. Correlation with service failures and 
other tests has allowed the approximate determination of curves for a variety of initial 
flaw sizes. Thus, the FAD provides a generalized relationship of flaw size, stress, and 
temperature for low-carbon structural steels of the type used in ship construction. 
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The fracture analysis diagram can be used in several ways for design. One simple 
approach would be to use the FAD to select a steel which had an FTE that was lower than 
the lowest expected service temperature. With this criterion the worst expected flaw 
would not propagate so long as the stress remained elastic. Since the assumption of elastic 
behaviour is basic in structural design, this design philosophy would be tantamount to 
being able to ignore the presence of flaws and brittle fracture. However, this procedure 



may prove to be too expensive and overconservative. A slightly less conservative design 
against brittle fracture, but still a practical approach, would be to design on the basis of an 
allowable stress level not exceeding σo/2. From Fig. 28 is visible that any crack will not 
propagate under this stress so long as the temperature is not below NDT –1°C. 

Typical fracture analysis diagram for steel A from Tables 3 and 4 is designed, based 
on NDT temperature as determined in drop-weight test (Fig. 29). 
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Figure 29. Fracture analysis diagram for steel A (Tables 3 and 4) [8] 

The dynamic tear test (DT) can also be used to construct the FAD as presented in 
Fig. 30, using NDT as base (dashed line). 

Below the NDT the fracture is brittle and has a flat, featureless surface devoid of any 
shear lips. At temperatures above NDT there is a sharp rise in energy for fracture and the 
fracture surfaces begin to develop shear lips. The shear lips become progressively more 
prominent as the temperature is increased to the FTE. Above FTE the fracture is ductile, 
void coalescence-type fracture. The fracture surface is a fibrous slant fracture. The upper 
shelf of energy represents the FTP. The lower half of the DT energy curve traces the 
temperature course of the CAT curve from NDT to FTE. 

 
Figure 30. Application of DT test results for fracture analysis diagram design 

 
 

145



 
 

146

The DT test is a highly versatile test because it is equally useful with low-strength 
ductile materials which show a high upper energy shelf and with high-strength low-
toughness materials which have a low value of upper shelf energy. The large size of the 
DT specimen provides a high degree of triaxial constraint and results in a minimum of 
scatter. Extensive correlations are being developed between DT results and fracture 
toughness and Cv test data. 
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FRACTOGRAPHIC ANALYSIS 

Katarina Gerić, Faculty of Technical Sciences, Novi Sad, Serbia and Montenegro 

1. FAILURE ANALYSIS  

Failure analysis and prevention have important roles in all engineering disciplines. It 
is necessary that the cause of failure is determined so that its occurrence can be prevented 
and the performance of the device, component or structure, improved. Failures of metallic 
components and systems can be the outcomes of design, materials selection, heat treat-
ment, service application, welding, plating, and manufacturing. Considering that engineer-
ing failures can be very costly both in terms of human suffering and economic losses, it is 
necessary that failure analysis is taken seriously. 

The most common forms of material failures are fracture, corrosion, wear, and defor-
mation. Before the actual failure mode can be determined, however, a failure analysis 
must be performed. In order to analyse a failure, circumstance analysis is required follow-
ed by chemical analysis, mechanical properties and microstructural analysis. Fractogra-
phic analysis, Fig. 1, often has the most dominant role in analysis of failure of metal parts 
and constructions, [1]. 

Fractography is the science of examining fracture surfaces so as to understand the 
process and causes of failure (it often becomes very important in litigation over responsi-
bility for failures). One of the objectives of fractography is to clarify the influence of 
different microstructures on failure. 

 
Figure 1. Studies required for failure analysis 

Visual inspection of the fractured surface is usually the first step of an investigation of 
a failed component. The goal of this step is to locate the origin of the fracture. This step 
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also lays the foundation for work to be done in microexamination, using a stereomicro-
scope with good lighting, if possible. One should check the condition of the surface in 
order to be able to prepare it for microexamination. Secondary cracks often have a surface 
that is not contaminated and can lend clues to the cause of failure. These might make good 
subjects for later microexamination. It is important to look for other characteristics that 
might have a bearing on the part’s failure. These include case hardening regions, welds, 
surface coatings and existing imperfections. 

2. FRACTURE SPECIMEN PREPARATION 

When there is nothing left to do on the scene, it is time to move the analysis into the 
laboratory. There are several things to remember as one prepares to remove the broken 
components and transport them: 
• Select any pieces that might provide clues, even if they themselves are not broken. If 

the device is small enough, bring the whole thing back to the laboratory. 
• Never join the two fractured surfaces back together. Fractured surfaces are very delicate 

and important clues may be lost if these surfaces are disturbed. 
• Never touch any surface with your fingers. Human skin has oils that can contaminate 

the fractured surface. 
• Extreme care should be taken when samples are shipped or transported to the labora-

tory. The sample can be wrapped in paper or tape, so long as these don’t contaminate 
the surface. Excess padding should be used so the samples are not damaged in transit. 
The entire sample should be stored in a plastic bag with a desiccant, a vacuum storage 
vessel, or a desiccator. 

If this is not feasible, then the fractured surface needs to be protected with a surface 
coating to prevent corrosion. This coating should not react with the fractured surface 
chemically and should protect it from the environment and be easily removable. One 
could use a clear acrylic lacquer or cellulose acetate replicating tape. 

Usually, cleaning of the fracture is required, particularly when electron-microscope 
examinations are to be made. Cleaning is for the purpose of removing protective coatings, 
corrosion products, and loose deposits such as dust, which may obscure part of the frac-
ture or make interpretation difficult. Prior to cleaning, however, consideration should be 
given to the possibility that the deposits on the fracture surface can yield important infor-
mation regarding the cause or progress of the fracture. 

When the primary fracture has been damaged or corroded to a degree that prevents it 
from providing much information, it is desirable to open any secondary cracks to expose 
their fracture surfaces for examination and study. These cracks may provide more infor-
mation than the primary fracture. If rather tightly closed, they may have been protected 
from corrosive conditions, and if they have existed for a shorter time than the primary 
fracture, they may have corroded less. Also, primary cracks that have not propagated to 
total fracture may have to be opened. 

It is desirable to be able to distinguish between a fractured surface produced during 
opening and the surface produced by primary or secondary cracking. This can be accom-
plished by making sure that a different fracture mechanism is active in making the new 
break, such as by performing the opening operation at a very low temperature. 

Microfractographic examination is carried out with naked eye or by using a scanning 
microscope (SEM) with a low magnification. Scanning electron microscopy is used as an 
addition to macrofractographic examination – purpose of it being to reveal the mecha-
nism of fracture and the connection between material microstructure and the micromecha-



 

nism of fracture. At low magnification, the feature in scanning-electron-microscope frac-
tograph strongly resembles the aspects of the fracture, apparent to the naked eye; but at 
high magnifications, more detail is visible and needs to be categorized and described if 
the fractograph is to be related to the micromechanisms of fracture that were active. A 
metallographic analyst needs to carry out an investigation in this way in order to deter-
mine the mechanism of fracture, based on the appearance of failure surfaces and on the 
microstructure of broken parts. 

3. CRACK ANALYSIS IN THE WELDED JOINT 

The strength of material can be reduced by error during manufacture (welding, heat 
treatment), or by service effect (temperature, corrosion). Damage can be expected as a 
result of the reduced strength properties of the material, rather than higher loads. 

Different types of cracks detected during service can be divided into manufacturing 
and service cracks, according to the time of crack formation, Fig 2. 

 

 
Figure 2. Schematic diagram of different crack locations in the weld region 

(manufacturing cracks, hot cracks-1, 4; cold cracks-1, 3; relaxation cracks-3, 4; 
service crack-2, overload and fatigue fracture, creep cracks) 

The purpose of this part of the lecture is to determine the mechanisms of failure based 
on appearance of the fractured surface and the microstructure of the heat affected zone 
(HAZ) of high strength steel welded joints. 
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Spherical storage tanks for liquefied ammonia of 95 m3 volume were composed of 
sections whose parts had been welded by the automatic submerged arc welding process. 
High strength steel of 13 mm thickness is chosen for the spherical storage tanks. The 
chemical composition of the fine grained, high strength, vanadium micro alloyed steel, 
St.E 500, and its mechanical properties are shown in Tables 1 and 2. 



 

Table 1. Chemical composition, wt. % 
C Si Mn P S Al Cu Cr Ni Mo V 

0.20 0.51 1.42 0.020 0.010 0.018 0.035 0.018 0.574 0.017 0.180 

Table 2. Mechanical properties 
Yield strength Tensile strength Elongation  Charpy energy Hardness  

MPa MPa % J HV5 
490 720 17.0 130.2 262 

 

During welded joint testing, a vast number of macroscopic cracks had been detected. 
The first step was to take samples with the cracked material, positioned in liquid and gas 
phases of the sphere. In the next step, the small “boat” type specimens from meridian and 
equatorial welds were prepared, Fig 3. The crack, several centimetres long, was discover-
ed in the equatorial weld, propagating in the heat affected zone, Fig. 4. Fractographic 
analysis was difficult due to corrosion of the fractured surface, and it was impossible to 
make reliable conclusions about the cause of failure. 

  
Figure 3. Small “boat” type specimen 

with crack 
Figure 4. Crack propagation in HAZ 

3.1. Fracture analysis of the heat-affected-zone 

For better and easier examination of the cause of welded joint failure, simulated weld-
ing on the same steel was performed. The microstructure of different temperature regions 
in HAZ had been simulated on the Smitweld LS1402 device. The samples, 60 mm long, 
11 mm wide, and 11 mm thick, had been exposed to different temperatures: 1350°C – 
corresponding to coarse grain formation; 1100°C – fine grain formation; 950°C – fine 
grain region above Ac3 temperature – austenite-ferrite transformation; and 850°C – partial 
transformation of austenite, between temperatures Ac1 and Ac3. The cooling time from 
800°C to 500°C of 15 s was constant, selected as typical for tested steel welding. Impact 
testing was performed with Charpy specimens (10×10×55 mm) with a 2 mm V notch 
depth. The fractured surface of Charpy specimens was analysed by scanning electron 
microscopy, JEOL35, [2]. 

Regions corresponding to different simulation temperatures are shown in a welded 
joint scheme (Fig. 5). Macroexamination reveals principal fracture characteristics. The 
fracture has a flat surface, without traces of deformation. Plastic deformation of the speci-
men is spotted only by simulation at 850°C, Fig. 5d. 
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(a) 1350°C (c) 950°C 

 

  
(b) 1100°C (d) 850°C 

Figure 5. Scheme of welded joint and heat affected zone with macrofractographs of 
specimens simulated a) 1350°C, b) 1100°C, c) 950°C d) 850°C (10×) 

For the specimen simulated at 1350°C, micrographic analysis shows very brittle frac-
ture because of large austenitic grains in coarse grain HAZ region. The cleavage facets are 
up to 0.1 mm, similar in magnitude to the grain size, with noticeable river patterns, Fig. 6. 

Brittle fractures are generally characterized by flat surfaces, absorbing little energy. 
The presence of many flat facets, where the crack tips moved without significant distor-
tion of the material is noticeable. 

Transgranular cleavage occurs at well-defined planes in the crystal. The plane of frac-
ture is one of the {100} planes in most body-centred-cubic metals. Cleavage results from 
high stress along three axes with a high rate of deformation and at low temperatures. 
Characteristics of cleavage are cleavage steps, feather markings, herringbone structure, 
tongues and microtwins, Wallner lines and quasi-cleavage. A cleavage step is a step on a 
cleavage facet joining two parallel cleavage fractures. Feather markings are very fine, 
fan-like markings on a cleavage fracture. Tongues and microtwin tongues are fine slivers 
of metal on cleavage facets which form from cleavage across microtwins that, in turn, are 
formed by plastic deformation at the tip of the main crack. Wallner lines are distinct “V” 
shaped by pattern intersection of two groups of parallel cleavage steps, primarily found in 
brittle materials. 
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(a)  (b)  

 
(c)  

Figure 6. Fractography of specimen simulated at 1350°C: a) flat cleavage faces; 
b) microstructure and grain size; c) magnified flat cleavage faces 

Specimens simulated at 1100°C also have a brittle fracture surface, but with smaller 
cleavage faces, Fig. 7. 

Specimens simulated at 950°C have a brittle fracture surface, but with smaller clea-
vage faces, and framed with ductile fracture, Fig. 8. It is typical quasi-cleavage, a fracture 
mode resembling cleavage because of its planar facets, but the fracture facets are not 
specific well-defined planes. Quasi-cleavage fractures resulting from microvoid coales-
cence and from cleavage are relatively easy to identify, and the mechanisms of separation 
are well understood. Many high-strength engineering metals fracture by quasi-cleavage, 
which is a mixed mechanism involving both microvoid coalescence and cleavage. There 
is no apparent boundary between a cleavage facet (C) and bordering dimpled area (D), 
Fig. 8. Schematic presentation of quasi-cleavage is given in Fig. 9, [3]. 

The mechanism of quasi-cleavage is not well understood, but it can be identified by its 
fracture features. However, the occurrence of quasi-cleavage is common, and its appear-
ance is usually distinguished by the following: 
• Fracture by quasi-cleavage appears to be initiated within facet boundaries. This is in 

contrast to fracture by cleavage, which is usually initiated from one edge of the region 
being cleaved. 
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• Cleavage steps in quasi-cleavage appear to blend directly into tear ridges of the adjacent 
dimpled areas. 



 

  
(a)  (b)  

 
(c)  

Figure 7. Fractography of specimen simulated at 1100°C: a) cleavage fracture (C); 
b) microstructure and grain size; c) highly magnified cleavage faces (C) 

In quenched-and-tempered steels, small ill-defined cleavage facets, usually initiated at 
precipitated carbide particles, are connected by tear ridges and shallow dimples. 

When tested under embrittling conditions, e.g. imposed by corrosive mediums or tri-
axial stress, quasi-cleavage can occur in metals that normally are not known to have 
active cleavage planes. One explanation is that facets exhibiting quasi-cleavage features 
fractured ahead of the moving crack front; and then, as the stress increased, the cleavage 
facet extended by tearing into the matrix around it by microvoid coalescence. 

For specimens simulated at 850°C, fracture surface is ductile in the vicinity of notch, 
Fig. 10b, and brittle, Fig. 10a. Small cleavage faces are in the order of 0.01 mm. 

Ductile fractures absorb much more energy. The classic dimple rupture fracture is 
produced as intersecting dislocations produce voids in the material, which grow to 
become the dimples seen on the fracture surface. The material is torn apart with consi-
derable deformation and high toughness. 
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(a)  (b)  

 
(c)  

Figure 8. Fractography of specimen simulated at 950°C: a) cleavage fracture (C), framed by 
ductile parts (D); b) microstructure and grain size; c) highly magnified quasi-cleavage (C) 

 
Figure 9. Schematic representation of quasi-cleavage 
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Microvoid coalescence, or dimple fracture, usually occurs under single load or tearing. 
This is shown by depressions in the microstructure called dimples, which occur from 
microvoid emergence in places of high local plastic deformation. Under increased strain, 
microvoids grow and coalesce until rupture occurs, thus dimple rupture. Dimple size and 
shape depend on the type of loading and extent of microvoid emergence. When a material 
is put under uniaxial tensile loading, equiaxed dimples with complete rims appear. Under 
a tear loading the dimples are elongated, the rims of the dimples are not complete and the 
dimples are in the same direction as the loading. Shear loading has the same features as 
tear loading except the dimples are in opposite directions. Oval dimples occur when a 
large void intersects a smaller subsurface void, the dimples form an oval shape and exhi-
bit complete rims. A serpentine glide is an interwoven pattern of glide plane decohesion 
steps. Ripples are partially smoothed out areas of serpentine glide. A stretched area is a 
flat featureless area resulting from further straining of a ripple pattern. Intergranular 
dimple rupture occurs along grain boundaries due to nucleation and coalescence of voids 
at grain boundaries. 

  
(a)  (b)  

 
(c)  

Figure 10. Fractography of a specimen simulated at 850°C: a) cleavage fracture; 
b) microstructure and grain size; c) ductile fracture (D) 
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Microvoid coalescence produces a dimpled appearance on the fracture surface. The 
dimple feature is found most often when a metal has been subjected to a single load to 
fracture, or in areas where a tearing type of fracture has occurred. 

Microvoids usually initiate during plastic flow at inclusions, undissolved second phase 
particles (such as carbides), grain boundaries, cleavage planes, or at any site where a 
discontinuity concentrates the plastic flow. Separation at the site of microvoid initiation 
can occur across a second-phase particle or at a particle-matrix interface. As the plastic 
strain increases, the existing microvoids grow, new microvoids are initiated, and even-
tually the enlarged microvoids grow into close enough proximity so that the thin ridges, 
or membranes, separating them, rupture and fracture occurs. The resultant fracture 
surfaces have numerous cuplike depressions or “dimples”. 

Until recently, dimples have been classically divided into three groups: equiaxed 
dimples, shear dimples, and tear dimples. Schematic diagrams illustrating how these are 
conventionally formed are shown in Fig. 11. Equiaxed dimples do not always appear 
exactly equiaxed in SEM fractographs, because tilt angles of 30° to 45° are often used to 
provide good contrast, and therefore the dimples may appear slightly distorted. However, 
the shear-lip zone of a Charpy impact, tensile-test, or fracture-toughness specimen will 
display a well-defined network of oval dimples elongated in the same direction – the direc-
tion of shear. With shear dimples, it is quite difficult to identify the site of microvoid initia-
tion, because the carbide particle or inclusion responsible may be hidden below the sur-
face, which may have been rubbed or flattened out by shear displacement during fracture. 

 
 equiaxed tear shear 

Figure 11. Schemes of the dimple shape 

Tear dimples are formed by non-axial stress conditions, such as those that exist in pre-
cracked plane strain fracture toughness specimens and in drop-weight tear test specimens. 
Non-axial stress conditions are found also in the test where a wedge is forced into a 
notch. The elongated microvoids that become tear dimples are formed in a narrow band 
just ahead of a well-developed crack front, e.g. the tip of a fatigue crack. 

4. FRACTURE INITIATION 

During reheating in multipass welding of microalloyed high strength steels, a marten-
site–austenite microconstituent with very low ductility can occur, being formed in the 
coarse grain region. This is the reason of initiation of brittle fracture on martensite islands 
[4, 5]. SEM and TEM analyses of second phase particles reveal the nature of this phase to 
be mainly M–A constituent (high carbon martensite with some retained austenite, Fig. 
12a and b. 
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Close examination of the initiation area reveals that initiation occurs at the point 
between two closely spaced particles, Fig. 13. Energy dispersive X-ray analysis (EDX) on 
the particles indicated that there was no inclusion. To identify these particles, the fracture 
surfaces were etched and re-examined in the SEM. Figure 14 shows matching facets after 
etching. The particles have the smooth and blocky appearance characteristics of M–A 
constituent and lie on a prior austenite grain boundary. Failure initiation has therefore 
occurred from between two M–A particles, in close proximity, located at the prior 
austenitic grain boundary. 

 

    
Figure 12. Second phase particles in the intercritically reheating coarse grain region 

microstructure: TEM and SEM micrograph of an M–A particle 

    
Figure 13. SEM micrographs of matching facets showing the initiation site for the intercritically 

reheating coarse grain structure 
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Figure 14. SEM micrographs of etched matching facets showing the initiation site for the 

intercritically reheating coarse grain structure 

CONCLUSION 

Using fractography analysis, it is possible to determine the cause of failure based on 
failure surface appearance. Difference in microstructural characteristics of high strength 
steel welded joints is an important factor influencing the failure mechanism. Different 
mechanisms of crack propagation, transcrystal cleavage, quasi-cleavage, ductile micro-
void coalescence are a result of heterogeneous microstructure in HAZ. In high strength 
steel, cleavage fracture can be a major problem which has caused catastrophic fracture in 
the past, and information about fracture mechanisms are very helpful. The better under-
standing of micro-mechanisms of fracture can help to minimize the risk of failure. Upon 
determining the cause of failure, corrective actions can be applied and appropriate recom-
mendations to solve the problem can be defined. 
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FRACTURE CASE STUDIES – BASIC PRINCIPLE 

Petar Agatonovic, Germany 

INTRODUCTION 

The introductory short story is representative for the related developments and general 
importance of fracture mechanics application in the scope of structural integrity. 

During pull-up at Air Force Base, Nevada, December 1969, an F111A (Fig. 1) experi-
enced catastrophic failure of the left wing, causing the destruction of the aircraft and the 
death of the pilot. The failure initiated at a pre-existing manufacturing flaw due to a forg-
ing fold in a critical wing pivot fitting in the high strength D6AC steel forging. The flaw 
had passed undetected through inspections and grew to critical size when the airplane had 
accumulated only 105 flying hours, although the fatigue life was estimated to be about 
10,000 flight hours. 

 
Figure 1. F111 aircraft 

The F111 had been based on the safe life design philosophy, developed after the war 
years in an effort to take into account cyclic stresses that lead to fatigue of airframes. The 
approach is similar to the conventional engineering method of stress allowable, based on 
the maximum stress that can be permitted in a material for a given design condition to 
prevent failure. Materials allowable were obtained through a testing program. Addition-
ally, the safe life approach involves rigorous fatigue testing of a full, representative 
airframe assembly for 40 000 hours ensuring a safe life of 10 000 hours. The safety factor 
of four was to take into account unknowns, assumptions and variables applicable to the 
fleet as a whole. Unfortunately, while this approach proves the overall airframe design for 
a certain safe fatigue life, it does not take into account the effect of a single trivial defect, 
nowhere to be found by non-destructive inspection (NDI), introduced in a particular 
airframe at manufacture. Thus, the overall design may be acceptable respective require-
ment, but unforeseen small random flaws can undermine this and cause failures, well 
below the safe life, as it had occurred. 

Regularly, the value of allowable stress has to be defined with a given probability. For 
this, it is necessary to consider how the safety factor and the reliability interact. In the 
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deterministic approach the Safety Factor is the ratio of material strength and the stress 
caused by the limit load. In the probabilistic approach this factor is the ratio of the mean 
or average values of both parameters (“central safety factor”) or connected to any value 
of probability, Fig. 2. The resulting values will be then very different in dependence of 
the proposed reliability. Of interest is that for a particular part the actual safety factor, as 
the combination of actual stress and strength, is not known. We know that in case of a 
central safety factor, 50% of all parts have the safety factor above this value, and 50% are 
with a safety factor below this value. But we do not know how to classify this particular 
part. It is really possible that the safety factor for a particular part is below 1 and that this 
part will prematurely fail (shaded area in Fig. 2). This usually results in the conservative 
selection of the safety factor, so to allow for the allowable stress to be at the “minimum” 
of expected values. According to the MIL-Handbook, for example, A-basis allowable 
values correspond to the value for which at least 99% of the population have to survive 
(with a confidence level of 95%). Also in this case the particular component may be, as 
based on actual stress and strength combination, far above the allowable (if it belongs to 
the 99% group) or below (belonging to the 1% group). 

 
Figure 2. Statistical relationship of the safety 

In spite of this, probabilistic methods were used for calibration of safety factors in 
standards and structural codes. The basic concept for reliability analysis is that resistance 
and load factors are statistical quantities with a central tendency (mean), dispersion about 
the mean (variance) and some form of distribution. This was real progress compared to 
pure empirical or estimated safety factors. 

1. HOW FRACTURE MECHANICS CHANGE ENGINEERING APPROACH 

The knowledge of component life expectancy (warranty life) is needed from the outset 
(“zero” time). For this purpose, the usual fatigue-life analysis has to determine life of 
unflawed structures using nominal values of fatigue-life characteristics. This so-called 
safe-life approach predicts a replacement time for machine components. Once a compo-
nent reaches this replacement time, its safe-life is considered to be spent and the compo-
nent is retired, whether or not any fatigue cracks are present. 

As already discussed, there were two significant problems, if only this method is used: 
the safety of a structure was not assured if it contained a manufacturing or maintenance 
induced defect, and retirement time do not correspond to the available life capacity of the 
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actual component. In addition, due to the first problem, to assure safety, the selected 
safety factor was too conservative (with many components fit-for-service prematurely 
retired). This can be avoided by the inspection of actual part and, when cracks are identi-
fied, determining the fitness for continued operation by fracture mechanics approach. 
Fracture mechanics provides methods, evaluating the structural integrity of defective 
components, and demonstrating whether they are capable of continued, safe operation. 
Consequently, the meaning of safe life is changed: a fracture mechanics safe-life analysis 
has to be conducted under the assumption of pre-existing initial flaws or cracks in the 
considered structure. In particular, this analysis shall show if the structure with the flaws 
placed in the most unfavourable location with respect to the applied stress and material 
properties, of sizes assumed or classified by the non-destructive inspection sensitivity and 
acted upon by the spectra of expected service loads and environments, will meet the safe-
life requirement. The loading spectra, stress level, fracture toughness and crack growth 
rate of the parent material and weldments, and suitable to temperature and environment 
expected in service, shall be taken into consideration. The component has a safe life if it 
can be shown that the assumed or detected greatest defect in it will not grow to such an 
extent that the minimum specified performance (limit-load capability, no-leakage) is no 
longer assured within a safe life interval up to the next scheduled inspection or the maxi-
mum sustained stress-intensity factor Kmax, nor will exceed the stress corrosion threshold 
intensity factor KISCC. 

Another damage-tolerance category is called fail-safe in which the structure is design-
ed with sufficient redundancy to ensure that failure of one structural component does not 
cause failure of the entire structure. A structure is fail-safe if it is shown, by analysis or 
test, that as a result of structural redundancy, the structure remaining after failure of any 
element of the structure can sustain the new higher loads (with a safety factor reduced to 
1…1.15), without losing limit-specified performance. Furthermore, an element failure 
shall not release any part or fragment that may result in a catastrophic or critical event. 
Hence, the goal of the fail-safe philosophy is to design multiple load path structures such, 
that if an individual element should fail, the remaining elements would have sufficient 
strength and remnant life to carry additional loads due from the failed element until the 
damage is detected through scheduled maintenance inspections. This necessitates periodic 
crack inspection of the structure. Fail-safe design can be useful only if it is supplemented 
by careful, regular inspection, followed by timely maintenance when required. 

However, this method also does not consider the initiation and growth of small cracks 
and their possible linking up (e.g. at fasteners holes) and that the structure will eventually 
encounter loading above the strength provided in the remaining structure. As a result, the 
loss of several fail-safe aircrafts in the mid 1970s emphasized the need to locate cracks 
and repair damage before failure occurred. This situation leads to the solution called 
Damage Tolerance Approach. Based upon fracture mechanics, the damage tolerance 
approach redefined the basis for analysing fatigue cracks in different structures. The basic 
requirement is to detect cracks in all structural components, before they propagate to 
structural failure. By establishing inspection intervals for these components, based on the 
necessary time for a crack to grow from an initial, detectable size to critical crack size, 
the objective of the damage tolerance approach is realized. Therefore, a structure is 
considered to be damage tolerant if the amount of general damage and/or the size and 
distribution of local defects expected during period of operation until the next inspection 
do not lead to structural degradation below limit-specified performance. 
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Before component inspection intervals can be established, its usage profile must be 
defined for each location. Using crack growth equations, the stress spectrum is combined 
with material properties data and stress intensity factor solutions to determine the number 
of cycles or flight hours to failure. The result is usually divided by a factor of two to 
arrive at the inspection interval, and to ensure that, should a crack develop in a principal 
structural component, it will be inspected at least once before the crack propagates to 
failure. Since fracture mechanics provides a more precise characterization of crack beha-
viour, the large scatter factors typical for fatigue are not required. Damage tolerance 
approach allows reduced design safety factors, in addition to economic benefits. Compo-
nents are replaced only if a crack of significant size is detected in inspection, unlike in the 
safe-life approach where components are retired whether or not they are damaged. 

1.1. Economic aspects of fracture mechanics approach 

Industrial competitiveness requires more efficiency of existing process plants in terms 
of their costs, downtime, production efficiency and quality. Industries rely on their plant 
operating efficiently and uninterrupted during production. Consequently, both users and 
vendors have been studying methods of extending the useful life of components beyond 
the lives of similar equipment subject to certain field problems, or beyond the normally 
specified design life. A number of degradation mechanisms which, when left unmonitor-
ed and without preventative-remedial measures being taken in plant design, often lead to 
failure. The failure of plant results not only in loss of production, of income, and for cost 
of unscheduled repairs, but all too often in injury and fatalities. However, the practice of 
replacing life-limited components at first signs of field problems in nominally similar 
equipment or at the end of their predicted lives can result in an unnecessary and large 
expense to the user. Vendors, users, regulatory agencies responsible for structural integri-
ty are aware that there can be significant systematic errors, such as in estimates of loads, 
duty cycles, or stress, and statistical errors, such as fatigue life scatter, associated with 
initial estimates of life. Manufacturers can compensate these uncertainties by specifying 
conservative design life values or conservative field replacement/repair schemes. 

Thus, barring large non-conservative design, fabrication, or logistics errors, the vast 
majority of a component population has the capability to exceed the initially predicted life 
without catastrophic failure. Studies indicate that a full 80% of parts replaced at calculat-
ed safe life limits have at least a full order of magnitude of remaining fatigue life. 
Therefore, in the current budgetary environment, field equipment is often used beyond its 
design life, demonstrating that the economic life in most cases exceeds the design life. To 
avoid large cost of replacing critical parts as they reach their safe-life limits or based on 
Retirement-By-Time basis a Retirement-For-Cause (RFC) program has become a cost-
effective, yet safe alternative by which life-limited components are retired from service 
because of measurable fatigue, creep, corrosion, or wear damage, rather than because of 
subjective interpretations of problems with similar equipment, or because a calculated 
design life has expired. The RFC procedure can be an effective method for more fully 
utilizing the useful life of expensive components and therefore, have significant impact 
on the conservation of natural and capital resources. 

Retirement-for-cause involves adequate periodic non-destructive evaluation (Fig. 3) to 
assess the damage state of components (whether or not detectable cracks exist). Those 
components with no detectable cracks are returned to service. This approach allows parts 
with low life to be detected and discarded before they can cause an incident, and parts 
with high life to be used to their full potential. Basic to an RFC program is the calculation 



of crack-growth rates under the expected service loads (mechanical and thermal). The 
results are used to define safe-use intervals between required non-destructive inspections. 

 
Figure 3. Schematic presentation of RFC procedure 

1.2. Relevant aspects of fracture mechanics evaluation 

Fracture mechanics is the science of why components or structures fail, enabling the 
structural integrity assessment. The conventional Linear Elastic Fracture Mechanics 
(LEFM) uses single parameter to represent structure resistance against failure, as KIc, Kc, 
COD, and Jc, being developed based on the Irwin solution for strain energy release rate 
G, necessary for crack extension. These methods assume outside of the crack tip only 
elastic deformations and defined parameters are interdependent and exchangeable. 
Corresponding critical values should be a material characteristic and independent on size 
or geometry, but this is true only for pure elasticity. Under normal conditions, critical 
values are more or less dependent on size and geometry. 

However, the increase in fracture resistance under conditions of stabile crack exten-
sion shows that the distinct limiting parameters of the material are not valid in this case 
and the solution based on their application could lead to large scatter. For many materials 
and loading conditions, and/or specimen geometry, the assessment based on this simple 
solution could be very pessimistic and can lead to unnecessary replacement and shut-
downs, with larger cost and inconveniency. Cracks in the real structure are seldom highly 
constrained, and the failure, predicted by LEFM as unstable crack extension of high speed 
(in its most dangerous form) is seldom in practice. More often, the breakdown of the 
structure is accompanied with plastic deformations and slow crack growth, characterized 
as ductile failure. But if plastic deformation is restricted, due to the high constraint, the 
resistance increase could not act and the material fails at critical stress intensity KIc, 
corresponding to plane strain conditions. 

Today, the crack driving force is generally represented by J–integral, which relies on 
plasticity and crack increase in the scope of Elastic-Plastic Fracture Mechanics (EPFM). 
In this case, the part of energy is spent in plastic deformation and the stress stage in the 
changed section, according to plasticity, so exact evaluation is only possible if both 
contributions are considered. 
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Starting from both extreme conditions, e.g. LEFM and EPFM, the methods have been 
developed that combine the relevant criteria for pure brittle (elastic) and pure plastic 
failure in the form of the Fracture Assessment Diagram (FAD). Because of complex 
behaviour in all practical cases, which are, as a rule, between these limiting cases, the 



solutions are only possible that are based on interpolation or some approximation. Conse-
quently, the classical form of FAD has been based on interpolation between two indepen-
dent solutions: for failure due to the crack, based on LEFM, and failure due to the plastic 
collapse in the critical section, which can be predicted on the basis of plastic analysis. It is 
not difficult to recognize that this method has nothing to do with elastic-plastic fracture 
mechanics. In addition, evaluation of collapse introduces additional complexity in the 
solutions. According to the most known procedure R6, the collapse is not represented by 
unified material property and the geometry consideration is connected to different solu-
tions in dependence of geometry and loading conditions with the consequence that in case 
of real geometry accurate evaluation could be unsafe. 

For typical engineering materials with average ductility, the effect of the crack-like 
defect should not be forgotten and conditions for pure collapse do not appear. Starting 
from this presupposition, the new method has been developed by the author, and is based 
on approximation of stress-strain conditions (plasticity) in the net section weakened by 
the crack (geometry), and is successfully applied in the design of the ARIANE 5 rocket 
case and verified on two different materials. 

The basic LEFM relationship can be presented as the product of two stress intensity 
factors: a conventional factor for stress, and one for strain (stress divided by E–modulus) 

J K Kσ ε=  (1) 

 
Figure 4. Fracture Assessment Diagram (FAD) based on stress-strain approximation solution 

To consider net section (as usual in case of fatigue) both solution for K must be scaled 
by the ration of net section and remote, full section area. The stress intensity factor is 
calculated using reference elastic-plastic strain in the net section, which for engineering 
stress-strain curve with the constants BF and n is: 

n
FBε σ=  (2) 

Based on this solution, J–integral change depending on load level and the corresponding 
FAD are constructed (Fig. 4) using: 
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The FAD-curve shows that up to the 70% of yield strength in section with the crack 
the available material plasticity is, based on crack tip blunting, sufficient to hold the frac-
ture toughness or crack resistance of material unchanged. Beyond this level the plasticity 
is spent on global deformation, resulting in reduction of residual strength. The typical R-6 
Option 2 solution is more conservative, predicting the fracture toughness reduction from 
the beginning, opposing the experimental evidence. Independent of the selected methods 
and procedures for purposes of structural integrity determination (damage tolerance, 
retirement-for-cause), detailed stress analysis and comprehensive fracture mechanics 
analysis of residual strength and life have to be conducted. To this end, different relevant 
aspects have to be considered. 
1.2.1. Stress analysis aspects 

An analysis to determine stresses, resulting from combined effects of force, internal 
pressure and associated thermal gradient, is usually performed using finite elements 
calculation. This kind of analysis will usually assume no crack-like defects in the struc-
ture. For an efficient and accurate analysis, the complex operational environment requires 
that all important structural phenomena are well understood and fully considered within 
the geometrical and physical model. Typical step-by-step analysis procedure, based on 
building blocks, is the most adequate (Fig. 5). Well-executed finite element analysis can 
result in saving money, time, and effort within the design process. The sense of exact 
calculation, probabilistic consideration, and damage tolerance design is to reduce safety 
factors, or in better use of available potential. On the other hand, a very exact calculation 
has no sense if the safety factors are unchanged, being the case if the selected safety 
factors are purely empirical and not based on analysis and verifying experimental results. 
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Figure 5. Building block verification strategy 



1.2.2. Material property aspects 
The integrity assessment of a cracked structure by conventional fracture mechanics is 

based on a single parameter, supposing that it uniquely characterizes the material fracture 
resistance. Under two-dimensional conditions (through crack defects) the parameter KIc, 
as the stress-intensity value at the crack tip for unstable crack growth, is the fracture 
toughness for plane strain conditions, and is an inherent material property, while resis-
tance to the onset of ductile fracture is characterized by a critical value of the J–integral, 
JIc. Because the micro-mechanisms of fracture require attainment of the critical condition, 
described in terms of stress or strain, different values of applied crack driving force may 
be required to cause fracture in different structures. These interrelated effects of geometry 
and loading mode on near-tip stresses or strains, and fracture toughness, are referred as 
size effects. Early fracture mechanics research addressed size effects to establish size and 
deformation limits below which the geometry independence of fracture toughness is 
assured and a single parameter describes uniquely and completely stresses and strains 
near the crack tip. This enabled application of conventional single parameter fracture 
mechanics approximation to assess the fracture integrity of structures irrespective of the 
micro-scale fracture mechanism. Testing standards, which govern the measurement of KIc 
and JIc, require sufficient specimen thickness to produce predominantly plane strain 
conditions and sufficient crack depth to position the crack tip in a highly constrained 
field. The requirements of the testing standards guarantee that KIc and JIc are lower bound, 
geometry independent measures of fracture toughness. 

 
Figure 6. Ductile tearing by hole growth and coalescence 

Stress fields at the crack tip can be divided into hydrostatic and shear components. 
Yielding of the material and the crack-tip blunting that post-yield plastic deformation can 
produce, are governed by the shear component of the stress field. Tensile hydrostatic 
stresses contribute directly to the opening-mode tensile stresses but do not influence 
yielding or crack-tip blunting. It follows that fracture toughness will be directly influenc-
ed by an increase in the hydrostatic component of the crack-tip stress field, because of 
reduced crack-tip blunting, which increases the crack-tip strain concentration. Crack-tip 
constraint is used to describe conditions influencing the hydrostatic component of the 
crack-tip stress field, exhibiting strong effect on apparent fracture toughness, being 
influenced by flaw depth and geometry, material properties, and loading conditions. 

As it is already known, as a test specimen or structure containing a crack is loaded, it 
passes through a number of different regimes wherein different theories can be used to 
accurately link descriptors of macro scale loading to the onset and growth of fracture on 
the micro scale. So long as the crack-tip plastic zone is infinitesimal compared to all other 
characteristic lengths, and is embedded within a linear-elastic field, small scale yielding 
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(SSY) conditions exist. Under SSY, the single parameters can be used to relate uniquely 
crack-tip deformation conditions and remote loading. However, as the level of applied 
loading increases, the in-plane plastic flow produced by gross deformation of the 
specimen or structure is impinged upon local crack tip fields. This relaxes the kinematics 
constraint against further plastic flow at the crack tip. Once global and local plastic fields 
interact, the crack tip stresses and strains no longer increase in proportion to one another 
with amplitude governed by a single parameter. At these high deformation levels, 
equivalence of single-parameter characterizations of the fracture driving force (i.e. K, J, 
δ) between different cracked geometries, does not ensure identical crack-tip stress and 
strain fields. 

Several two-parameter methodologies have been introduced to quantify the effects of 
specimen geometry and loading conditions on crack-tip constraint. All of the various 
constraint models share a common goal: to significantly extend the validity range of the 
single parameter, thereby facilitating accurate prediction and assessment of the conditions 
leading to fracture. The two-parameter methodologies were formulated by augmenting J 
(or K) with a second parameter (T, Q) to describe the near-tip fields in finite bodies under 
general loading conditions. It has been demonstrated that the T–stress has a significant 
effect on the shape and size of the crack-tip plastic zone. For the condition T = 0, the J–
parameter uniquely characterizes the level of deformation and stress triaxiality over micro 
structurally significant distances ahead of the crack tip. T–negative values produce a 
substantial reduction in stress triaxiality with no corresponding changes in the J para-
meter, indicating a loss of constraint and of J dominance. Correcting for constraint effects 
can significantly reduce scatter of fracture toughness data, obtained with specimens tested 
uniaxially in the transition region. However, recent investigations showed that the J–T 
approach does not provide a consistent trend in estimating the stress triaxiality in some 
specimen geometries and that the T–stress is undefined under fully yielded conditions. 
Therefore, the new model introduced a correlative approach, based on the two-parameter 
J–Q description of the crack tip fields in which the J–integral sets the scale of deforma-
tion at the crack tip, and in which the hydrostatic stress parameter, Q, quantifies the level 
of near-tip stress triaxiality (relative to SSY conditions) over distances that are approxi-
mately 1 < r/(J/σ0) < 5 ahead of the crack tip. 

Due to all these difficulties and uncertainties, a more pragmatic engineering approach 
for fracture integrity assessment of cracked structures has been advocated for long. This 
approach requires that constraint in the test specimen best approximates the structure (by 
matching thickness and crack depth between specimen and structure) providing an 
appropriate toughness for use in structural integrity assessment. Experimental studies 
show that use of geometry dependent fracture toughness value allows more accurate 
prediction of the fracture performance of structures than it is possible by using conven-
tional fracture mechanics. However, the task of characterizing fracture toughness 
becomes more complex as testing of non-standard specimens is required, and different 
fracture toughness data are needed for each geometry of interest. 

Most real engineering components do not contain such big inherent defects as those in 
different laboratory investigations, and material characterisation and failure usually begins 
from a crack initiated on a surface and contained within a single grain of the material 
(short cracks). So a further difficulty associated with predicting structural integrity is that 
actual cracks found in real structures are three dimensional, whereas fracture mechanics 
methods using characterization parameters as KIc, JIc, COD are derived from two-dimen-
sional assumptions. FE–investigations of surface cracks showed that the effect of plastici-



ty is twofold: an increase of the J integral and a loss of the plane strain constraint at the 
free surface. This leads to redistribution of the J–integral compared to the linear elastic 
K–solution. As a consequence, linear elastic solutions cannot be simply scaled to a yield-
ing situation, and a fracture criterion, based on this would not be accurate. Considering 
this, the KIe has been proposed, determined on surface crack specimens. 
1.2.2. Crack growth aspects 

One of the most important contributions of fracture mechanics to structural integrity is 
the application in the study of crack growth. For technical materials, fatigue crack propa-
gation has been shown as crack extension during every load cycle by corresponding 
striation development. The origin of striation is based on the plastic blunting process of 
the fatigue crack in each cycle. The example in Fig. 7 may help understand the concept of 
growing fatigue crack as related to da/dN values, presented by electron microscopic frac-
tography of a fatigue fracture surface. The number on the left indicates the number of 
cycles (striation) at each stress level. 

 
Figure 7. Fractographic view by electron microscope of a fatigue fracture surface 
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Since crack extension implies decohesion in the material in which a fracture mecha-
nism of fatigue crack growth is operating. The mechanism details on an atomic level are 
actually unknown, but on a larger scale, several observations have been made: 
• Crack propagation in several metals follows a transcrystalline path. 
• Crack propagation occurs along slip planes only in the nucleation period. After crack 

forming, cracks usually grow in a macroscopic plane perpendicular to the main princi-
pal stress, at least as long as the crack growth rate is low (tensile mode fracture). The 
flat fracture mode is usually associated with plane strain conditions. 

• At faster crack growth the growth direction remains perpendicular to the maximum 
principal stress, but the plane of fatigue fracture begins to translate to a slant plane 
stress fracture mode, at an angle of 45° with that stress (tearing fracture). In sheet 
materials this leads to shear lips (single or double) as shown in Fig. 8. 

 
Figure 8. Crack rotation after extension 

The mode in which a fatigue crack propagates is of significance to fatigue crack 
growth predicting capability. The fracture mechanics analysis of cracks is fairly well 
established in case of small-scale plasticity, constant amplitude, sufficiently large crack 
size and uniaxial loading. If crack growth is studied experimentally, a plot of da/dN vs. 
∆K will have a shape as shown in Fig. 9. From this plot, these conditions are valid for 
crack growth in region B. In this region the so-called Paris law can be written as 

mda C K
dN

= ∆  (4) 

where C and m are material parameters. This equation does not include any influence of 
previous loading history and there is no influence of the R-ratio. 

On the right part of the curve, the above relationship is extended to take into account 
plastic deformation with the J–integral, i.e. the crack growth rate can be approximated as: 

pda C J
dN

= ∆  (5) 

where ∆J could be approximated by ∆Kσ∆Kε, i.e. 

( ) pda C K K
dN σ ε= ∆ ∆  (6) 

In this way the effect of the specimen geometry or yielding of the residual net section 
could be also excluded and the linear shape of the curve prolonged. Note that the crack 
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growth life is much less sensitive to the choice of critical crack size (which is generally 
based on extreme load), and also to crack growth in the area approaching KC. 

Before dealing specifically with the applied knowledge of fatigue crack-growth to life 
calculation of components, it is important to indicate the factors that may influence 
fatigue crack propagation. 

 
Figure 9. Three regime of fatigue crack propagation (schematic) 

On the left end of the curve, the fatigue crack growth threshold is the theoretical value 
of ∆K at which da/dN approaches zero. However, relationships in this regime (A) are 
more complicated. A simple explanation would be that if the stress intensity range does 
not exceed ∆Kth, there would be no propagation of existing cracks. However this is only 
valid if the crack does not close, so that the stress intensity is ∆K = Kmax – Kmin. But if the 
crack closes at some K = Kop > Kmin (Kop is not a material parameter or constant and 
depends on the type and history of loading) this relationship is no more valid and the 
stress intensity range causing crack growth reduces to an effective value 

maxeff opK K K∆ = −  (7) 
The phenomenon of fatigue crack closure is considered to have significant influence in 

fatigue crack growth propagation, hence it is the major implication in accurate life predic-
tion. Observation and explanation of crack-closure behaviour revolutionized damage 
tolerance analyses and rationally explain many crack-growth characteristics (retardation 
and acceleration). Although a flood of experimental, analytical and numerical investiga-
tions of fatigue crack closure are reported in literature, there are still significant contro-
versies in understanding fatigue crack closure. Nevertheless, the crack-closure concept 
put crack-propagation theories on a firm foundation and allowed development of practical 
life-prediction methods for variable-amplitude and spectrum loading, as experienced by 
components and structures. 
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The mechanism of closure is manifold (Fig. 10). At first, it was considered to arise 
from the fact that during fatigue crack growth, the material is plastically strained at the 
crack tip, and due to the restraint of surrounding elastic material on this residual stretch, 



some closure of crack surfaces occurs at positive loads during the fatigue cycle. This 
concept, termed plasticity-induced crack closure, has proved to be extremely effective in 
explaining, at least qualitatively, many aspects of fatigue crack propagation behaviour 
including the influence of load ratio, the role of variable amplitude loading, and so forth. 
However, under plane strain conditions, closure could not be explained in this way. So 
another mechanism, based on the role of crack flank corrosion deposits and fracture 
surface roughness or morphology has been proposed. Roughness-induced crack closure is 
especially significant in the threshold regime and the Kmax sensitivity model captures 
closure caused by plasticity or crack-tip stretching closure not detected by compliance 
measurements is more influential in the Paris regime. 

Due to relatively small differences, it is experimentally difficult to confirm existence 
of closure and quantitatively correlate with observed fatigue behaviour. Some may argue 
over this, because true effects of closure are negligible, but another problem may lie with 
inherent difficulties in measurements. 

However, the actual mechanism of crack growth threshold is not entirely due to crack 
closure, but also depends on the microstructure. Therefore on top of this mechanical 
threshold, there is also a microstructural threshold, where the small crack (ranging in size 
from less than one to few grain diameters) can be arrested due to interaction with grain 
boundaries. 

 
Figure 10. Various forms of fatigue crack closure mechanisms 

Depending on the loading sequence, crack growth can be accelerated or decelerated, 
what is known as load interaction or load sequence effects. More specifically, crack 
growth deceleration is known as retardation. Two kinds of ideas persist in literature 
regarding causes of the load interaction effect: based on plasticity-induced crack closure, 
and based on the plastic zone ahead of the crack tip. In general, history effects can be 
rather pronounced in variable amplitude loading if the rate of stress intensity (dK/da) is 
low or the variable amplitude loading is not confined to single overloads. In the latter 
case, there are of course marked history effects, as long as the crack is propagating within 
the plastic zone stemming from the overload. Luckily, simple fatigue laws, not taking 
retardation effect into account, are usually conservative. 

The fatigue crack growth threshold, defining crack growth rate as either very slow or 
nonexistent, has been commonly determined with standardized load reduction methods, 
where the maximum and minimum load applied to a cracked specimen are reduced so 
that the load ratio, R, remains constant. Experimental results suggest that this test proce-
dure develops remote crack closure, i.e. crack face contact far behind the crack tip. Larger 
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plastic strains are produced along the crack wake at high loads early in the test than at 
subsequent lower loads near threshold. This plastic wake, or history, can affect the crack 
driving mechanisms and generate artificially high threshold values when compared to 
steady-state data. This level of non-conservatism varies significantly from material to 
material and has generated a database of artificially high thresholds that do not accurately 
represent the material response of cracks growing under increasing K. 

In the case of fatigue crack growth thresholds, where the threshold is traditionally 
considered as a safe value, where no crack growth occurs, accurate representation of the 
material behaviour and subsequent component fatigue life is crucial. Generally, for small 
magnitudes of ∆K the crack propagation is difficult to predict. It is very dependent on 
microstructure (grain size) and material flow properties, and the growth may experience 
arrest. However, it is rather difficult to predict in which manner, since finer grains will 
lead to a closer spacing of grain boundaries, through which the crack has to spread. To 
consider different effects at the place of simple Paris law, more complex generalized 
relationship of NASA/Flagro could be used: 
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da K
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∆⎛ ⎞− ∆ −⎜ ⎟∆⎝ ⎠=
⎛ ⎞∆− −⎜ ⎟−⎝ ⎠

 (8) 

where C, n, p and q are empirical constants, and f a crack opening function. 
In summary, a number of limitations to the concept of ∆Keff exist: 

• The equations for determining Kop are mostly empirical and only reliable to a particular 
regime. 

• Fatigue data cannot give a unanimous estimation of Keff. 
• In reality, Kop is not constant and changes continually depending on previous history. 

As stated, the application of LEFM is presumed by the plastic zone at the crack tip, 
which must be surrounded in the elastic volume and therefore should be small (typically 
less than a/50). Only under these conditions the elastic stress intensity factor K is suffi-
ciently accurate in describing the crack tip stress-strain state. In case of very small cracks 
(shorter than some cracks are considered mechanically short) this is not possible. They 
are long enough for continuum theory to be applicable (i.e. the surrounding material to be 
considered homogenous), but the cracks do not behave as long cracks. They typically 
grow faster than long cracks, which experience similar ∆K–levels, as the plastic zone is 
significant, compared to the crack size. Also, the crack closure load is higher for small 
cracks (especially for low ∆K), which leads to a higher ∆Keff–value than for correspond-
ing long cracks. 

Crack growth analysis may reveal the point of its origin. A crack is visible damage, 
but only as the final stage of a less dramatic cumulative process, even though this process 
may be shortened in different ways. In case of fatigue, the beginning state of damage 
happens in most cases without reasonable or visual manifestation. Up to the time at which 
damage achieves the level to be discovered by NDI methods, a large portion of available 
lifetime could be spent. The corresponding period includes complex processes, not only 
of the crack initiation within the material microstructure, but also the transition period of 
main crack formation which, after incubation, could be treated as a main form of damage, 
responsible for further development leading to failure. The engineering concept of crack 
initiation, based on rational simplification of complex relationships, is necessary for 
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analysis of crack growth residual life by using fracture mechanics. For this purpose the 
crack at initiation level must be geometrically well defined and, before being selected 
among others, should have propagated up to the size to be really predominant. 

From current understanding of physical phenomena associated with crack nucleation 
and growth, the total life to failure of a component is considered to comprise four phases 
(see Fig. 11):  
• Crack nucleation or crack incubation up to the development of significant discontinuity 

in the material microstructure. Such a discontinuity, however, may be present from the 
beginning in the form of a natural defect. 

• A period of crack growth very much dependent on local microstructural and geometri-
cal (i.e. notches) conditions of a component, for cracks of grain size order, also known 
as the short crack growth period. In this stage the crack growth is discontinuous and, for 
instance, can be stopped by some microstructural barrier. 

• Macroscopic crack growth which can be described with the aid of continuum fracture 
mechanics methods (LEFM or EPFM), i.e. ignoring local microstructural events (Stage 
II). The crack growth is continuous and can be correlated to the relevant long crack 
behaviour and corresponding material characteristics. 

• A final stage (Stage III) with large scale inelastic straining and collapse, where fracture 
mechanics methods could be only fairly applicable, or unstable crack growth of the 
component. 

 
Figure 11. Stages of the Crack Propagation across a specimen 

2. ENVIRONMENTAL EFFECT (CORROSION AND TEMPERATURE) 

Stress corrosion cracking (SCC) caused by simultaneous action of tensile stress and 
corrosion is another slow crack growth mechanism which can be treated by LEFM, 
because applied stress intensity values are usually low in this cracking regime. If a 
susceptible material in service is placed in a corrosive environment under tension of suffi-
cient magnitude, and the duration of service is sufficient to permit initiation and growth 
of cracks, failure will occur at lower stress than the material would normally be expected 
to withstand. Thus, one of the problems with SCC is that crack growth occurs at stress 
levels that are a small fraction of a given metal’s normal tensile strength, and that rates 
increase very sharply with increase of K. Masked stress is more important than design 
stress, especially because stress corrosion is difficult to recognize and is a time-dependent 
process. Hence, if the combination of a likely defect size and the applied, or residual 
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tensile stresses, causes the threshold for stress corrosion cracking (KISCC) to be exceeded, 
it is usually necessary to avoid the possibility of SCC. This is likely to require either a 
change in material, or surface protection. 

Besides three basic ingredients of SCC process development, i.e. susceptible material, 
tensile stress, and corrosive environment, it is important to consider the following: 
• in many applications producing SCC damage, slow strain rates are more essential than a 

stress level as they allow enough time for environmental action and disrupt formation of 
the protective interface (i.e. effectively act as a depassivating force), 

• sources of strain rates can be steady, or cyclic applied loads, initial (residual) stresses, 
and the SCC damage process itself, 

• commonly used metallic materials creep even at low temperatures and low stresses, and 
• total creep may be negligible, but what is important from an SCC point of view are the 

associated slow strain rates over long periods. 
In case of low temperature and low chemical concentration, SCC usually does not 

appear, even though the crack exists. On the other hand, the local corrosion pits are less 
dangerous than sharp cracks and may not produce crack initiation and growth. 

The most important characteristic observed in SCC is the existence of a threshold 
stress-intensity KISCC for a given material in a given environment. Above this value, the 
controlling mechanical parameter in the sustained-stress crack growth is the stress-inten-
sity factor K and the corresponding crack growth rate may be determined from the 
expression 

max
qda AK

dt
=  (9) 

valid for conditions where Kmax is a value between threshold stress intensity KISCC (below 
which there is no SCC crack growth) and fracture toughness KIc, for the specific environ-
ment. Combined effect of stress corrosion and cyclic stress can be approximated by linear 
sum of both effects (correcting the fatigue portion by cycle frequency): 

total SCC fatigue

da da daf
dt dt dN

= +  (10) 

Thus, fatigue corrosion is a special case of stress corrosion caused by combined 
effects. Fracture of a metal part due to fatigue corrosion generally occurs at a stress far 
below the fatigue limit in laboratory air, even though the amount of corrosion is extreme-
ly small. For this reason, protection of all parts subject to alternating stress is particularly 
important wherever practical, even in environments that are only mildly corrosive. 

The next important environment effect is based on temperature. Increase of tempera-
ture not only increases crack growth rate, but may also lead to new mechanisms of crack 
growth and damage development – creep. Under creep conditions, in case of uncracked 
material, damage growth is accompanied by incubation, growth, and coalescence of pores 
at grain boundaries within the material structure. They successively develop within the 
whole volume being exposed to the corresponding stress level, thus leading to develop-
ment of a main crack. 

Experimental results show that crack growth can be described by the relationship, 
which is based on the fracture mechanics parameter C*: 

*da C
dt

δβ=  (11) 

For materials with creep behaviour described by exponential laws,  
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using strain–strain rate analogy with J–integral, this parameter can be estimated, based 
on the fully plastic solution, using the function h1 (evaluated for different geometries [7]): 
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The usual classification of damage development stages, based on crack initiation and 
growth, relative to the fatigue experience, here is further complicated by introducing 
creep mechanisms and their interaction with the fatigue processes. Creep deformation 
involves void nucleation and growth in the bulk of the material ahead of the crack tip. 
This combination of local crack growth and creep damage development throughout the 
material volume makes the separation and corresponding treatment of crack initiation and 
growth for purposes of creep-fatigue life assessment extremely difficult. Additionally, 
creep and environmentally induced internal damage in the region ahead of a crack tip, 
accelerate crack growth under cyclic effect. Because of this, in the high temperature 
range, the local event approach in service life analysis, i.e. crack initiation, has to be 
extended to a more general approach, based on damage incubation and considering both 
interacting processes of local crack development and early growth, as well as bulk 
damage. In most simple cases, assuming the existence of the main crack, the total crack 
growth per cycle can be assessed based on the superposition of both effects: 

1
fatigue creep

da da da
dN dn f dt

= +  (15) 

Finally, this short review concerning crack growth does not incorporate all of the 
possible effects. Under related conditions, additional considerations can be important and 
necessary, as mixed-mode loading, the influence of residual stresses, interaction between 
multiple cracks, variable amplitude loading, short crack behaviour and its interaction with 
the microstructure, stochastic aspects of fatigue crack initiation and early growth, and 
many others. 

3. ASPECTS ON SYSTEM LEVEL 

3.1. Data transfer, specimen and component relationships 

Previously treated complex relationships concerning residual strength and lifetime 
evaluation strongly affect and have to be solved for practical purposes within the trans-
ferability. The term transferability here refers to the capability of reliable use of measure-
ments and properties taken from simple test specimens, used for material characterization, 
for the prediction of large-scale structural components, i.e. covering the difference in 
geometry and loading conditions of laboratory specimens and large structures. The corre-
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sponding demonstration, especially concerning part-through surface crack behaviour, 
largely lacks in theory. It is obvious, based on previous discussions, that with respect to 
this the restrictions exist and must be considered. Transferability of results therefore is 
not an absolute characteristic but an approximation, which may be improved by system-
atic treatment of the problem. 

Our investigation shows that the specimen with a surface crack gives most relevant 
loading conditions, in contrast to those experienced in real, especially pressurized struc-
tures. Since results of numerical and experimental verification tests are in full agreement 
with component-like test results, the transferability of results of the specimen with surface 
cracks to large structures were fully justified. 

3.2. Importance of experimental verification 

It is obvious that practical application of fracture mechanics parameters and concepts 
in structural integrity evaluation is connected to many uncertainties. Because of this, the 
achieved results are nearly always required to be proved and verified by experiments. The 
most useful direct method for verifying the design and life evaluation procedure is testing 
real components under real service conditions. Unfortunately, reasons not only of econo-
mic nature very often reject those possibilities. Although different tests are performed, it 
is unpractical to carry out long experiments to cover the service lifetime of components, 
which is usually over 20 or 30 years. Furthermore, unavoidable deviation, that must be 
tolerated, constrains direct transfer of achieved results to real conditions. Because of this, 
usually the experimental results should be numerically transferred or even extrapolated 
(by shorter tests) to the real conditions. To eliminate possible errors concerning test and 
analysis results it is very important to combine experimental and numerical methods so 
that these maximally support each other. Proper selection, concept, and adequate evalua-
tion of test results are not possible without corresponding numerical analysis. Their main 
goals in this respect are: 
• to accurately predict the behaviour of the structure in service conditions, as a presuppo-

sition of proper design, and in this way to reduce the necessity of expensive and time 
consuming additional tests, and 

• to increase the total output of these tests by analysis and interpretation of test results. 
Accelerated tests are performed by intensifying, in controlled conditions, one of the 

environmental parameters that cause actual aging or degradation mechanisms (e.g. 
fatigue, creep, cracking, wear, corrosion/oxidation, weathering). The results of accelerat-
ed test are only valid when the failure mechanism is identical to the one that occurs in the 
normal service environment. While intensifying a parameter may accelerate failure, the 
results have no applicability to actual service if they do not represent real conditions. 

Accelerated testing consists of test methods that deliberately shorten (as measured) the 
life of the tested product or accelerate the degradation of the product performance. Based 
on this we can distinguish between two main types: accelerated life test, and accelerated 
degradation test. Accelerated degradation tests are in advantage compared to accelerated 
life tests in analysing performance before the material or the component fails and in 
determining residual life, with the knowledge enabling life extension. Extrapolating 
performance degradation for estimating when the failure level is reached is enabled by 
analysing degradation data. Such analysis is correct only if a good model for extra-
polation of performance degradation, and a suitable performance failure, is established. A 
typical example of the accelerated degradation test is spinning of the disk withdrawn from 
service engines (leading-fleet engine). Based on residual life in the test, life extension of 



disks beyond their initial service life is performed. Another variant of accelerated 
degradation testing is damaging the product in a controllable way, i.e. by introducing 
artificial defects for the purposes of testing corresponding behaviour, or verification of 
inspection intervals. In many cases artificially introduced defects are provided by 
adequate components manufactured already with a defect. This kind of tests must not be 
carried out up to failure or to end-of-life if accurate measurements of crack extension are 
performed and methods exist for extrapolating further results. 

The method of accelerated testing will depend on the material being examined, and on 
the environment and type of damage mechanism. In case of fatigue, the test parameters 
are stress or strain, frequency, and temperature. Use of increased cyclic loading frequency 
is perhaps the most suitable method for accelerated testing. In case of metallic materials, 
frequency independence is confined to elastic stress-controlled, high cycle fatigue, only. 
Generally, a 20% increase in loading level reduces the life cycle up to failure in fatigue 
testing for a third. For strain-controlled or low cycle fatigue tests, it is possible to increase 
strain range and accelerate failure. Again, this is valid as long as the failure mechanism is 
unchanged. It is worth pointing out that certain predictive models (such as the Coffin-
Manson) may not be applicable for high strength materials. Also, materials other than 
metallic (ceramic) may not be tested by this method, as they are generally not strain-
controlled. 

Conditions become particularly complex if damage is dependent, not only from the 
number of cycles, but also from time under load. The simplest case in this respect is the 
monotonic loading where the damage is produced through creep effects (temperature). In 
this regime the parametric method is developed for purposes of interpolation and extrapo-
lation of experimental results, based on the well-known Larson-Miller equation, 
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Based on the relationships above, both creep deformation and creep damage behaviour 
can be, from an engineering point of view, adequately represented as a single two-dimen-
sional F(σ) master curve function of Time-Temperature parameter, as shown in Fig. 12, 
thus simplifying the analysis and the extrapolation of experimental data. 

However, a more complex case is the combination of fatigue under high temperature 
conditions with time effect, leading to creep and oxidation. Reliable design of structures 
at highest temperatures is very difficult, because it is very different compared to room 
temperature application. Creep includes incubation and growth of pores in the bulk of 
materials (Fig. 13). Because of this, the combination of local crack growth from fatigue 
and damage development through creep (pores) in the whole volume makes the separa-
tion and corresponding treatment between crack initiation and crack growth for purposes 
of life assessment very difficult. Under conditions of load-temperature-time combination, 
temperature becomes the most important parameter that influences strain and damage 
development, both from fatigue and creep. To understand this, important investigations 
within of the BRITE Project have been conducted on typical alloy 800H materials at 
extremely high temperatures (850°C). Although austenitic steels, like the alloy used, 
exhibit excellent bulk oxidation resistance, grain boundary carbide precipitation takes 
place at this temperature. The precipitation phase is particularly sensitive to environmen-
tal degradation, so that oxygen diffusion along the grain boundary is much faster. Due to 
grain boundary oxidation, which penetrates deeper than surface oxidation, accelerated 
fatigue crack nucleation (or damage incubation) appears, and significant shortening is 
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found in the lifetime of the cyclic dwell tests. The effect of the embrittled surface region 
and the rate of oxidation penetrating along grain boundaries (leading to accelerated crack 
initiation) have been considered for the correction (α) of the Strain Range Partitioning 
method: 
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α= +  (17) 

using the Arrhenius type relationship with temperature dependence considered through 
typical activation energy constant Q: 

Q
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−
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Figure 12. Results of creep test on IN738C Figure 13. Damage development due to creep 

in balk of the specimen 

By introducing the above time dependent correction in the Strain Range Partitioning 
equation, excellent results have been achieved in life prediction of cyclic dwell history 
tests in the relevant temperature range 750° to 850°C, for the given alloy. Additional 
evidence about the accuracy of the developed method has been accounted for by investi-
gation, prediction, and comparison of available literature data for the alloy 800 H. The 
method produces very accurate results for all data included in the analysis, covering a 
number of different material lots, treatments, and testing conditions. 

For practical application of the method, based on general time-temperature depen-
dence as in Eqs. (17) and (18), the diagram in Fig. 14 has been developed, that shows the 
temperature and time dependence under creep-fatigue-oxidation conditions. The curves in 
the diagram for different α are nearly linear and parallel to each other. Assuming that the 
distance between is also the function of α, all curves may be represented by the general 
time-temperature function (or line) in the form 

INlog ( , )rAT t F ε α+ =  (19) 
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Figure 14. Time dependence for the creep-fatigue-oxidation interaction for IN 800H 

This shows the possibility of reducing required total test time if the test temperature is 
increased compared to actual cases. According to the slope in Fig. 14, assuming equal 
inelastic strain range, the increase in test temperature for 60°C allows reduction in the 
necessary test duration from 10 000 hours to only 1000 hours, retaining the same oxida-
tion damage effects. For testing purposes, the number of cycles may be adjusted to be 
unchanged, and the dwell time should be reduced according to the determined time reduc-
tion factor. Note that from different ways to accelerate the test performance, the increase 
in test temperature is less risky than an increase in load level or reduction of dwell time 
up to saturated relaxation. In the two latter cases the relevant mechanism of damage can 
be influenced or even rejected, where in case of increased temperature, this is a more 
seldom case and may be controlled, for example, in the range of validity of the activation 
energy parameter Q and exponent n. Therefore, in the combined load-temperature-time 
environment, the temperature becomes a major parameter accelerating damage develop-
ment and may be very efficiently used to control or shorten the tests. Accordingly, the 
time-temperature substitution approach, as proposed based on the above results, can help 
to reduce the amount of experimental effort needed in the design of new components for 
operation in a high temperature environment and under creep-fatigue conditions, as well 
as to support their optimization and efficient redesign. 

While the above relationships were developed and tested on only one austenitic steel, 
the behaviour of other high temperature materials is similar. For example, it has been 
observed in practice with steam headers that the oxidation potential of steam leads to 
forming of an oxidation layer, under steady state operating conditions. During this time 
the oxide grows with decreasing rate in time, i.e. with the increase of oxide thickness. 

The change caused by decreasing of the bowl loading are accompanied with relatively 
rapid steam temperature reduction at the outlet, and this leads to the tensile stresses at the 
internal side of the header walls and nozzles. Tensile stresses are sufficient to break 
relatively brittle oxide layers. When the oxide layer is broken, metal is again subjected to 
steam and this allows accelerated oxidation all over again. This process is repeated in 
time and the header is subjected to oxidation mostly at the oxide layer with the longest 
crack, leading to formation of crack in ground materials and fatigue initiation. 

3.3. Defect quantitative assessment  

An important issue influencing integrity assessment is the accuracy and reliability of 
inspection techniques and procedures used to acquire flaw data. Although NDI is not in 
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the scope of this paper, it must be pointed out due to great importance concerning struc-
tural integrity. Among typical fracture mechanics procedures, defect assessment is an 
integral part of any method. Defect quantitative technology is the basis for safety estima-
tion and management of all components. Only with accurate quantities can we accurately 
evaluate the safety of structures with defects and make reasonable structural evaluation, 
whether it is safe for use, maintenance, or to be rejected. The size (length and depth), the 
location (surface, subclad, embedded), orientation (relationship of major and minor axes 
to loading) and frequency distribution will affect propensity towards initiation in an 
inspected event. Development of intelligent NDT technology, capable of quantitatively 
defining inspection results for purposes of further fracture mechanics analysis and deci-
sions, has made possible to establish safety evaluation methods for components with 
defects. 

Fabrication is seldom perfect, and thus good inspection is also required for failure 
avoidance. Components need to be designed so that they can be inspected, and an esta-
blished inspection procedure accomplishes this to an adequate degree. However, quality 
cannot be inspected in an attempt to turn an inferior product into a superior one by 
upgrading it through inspection. 

3.4. The impact of parameter accuracy and probabilistic consideration 

Efforts on structural integrity must primarily be focused on first order parameters: the 
initial flaw assumption, load interaction models, crack growth rate data, and stress 
intensity factor (applied stress, boundary correction factor). The secondary parameters 
have less effect to accuracy of safe or residual life evaluation as, for example, yield stress, 
fracture toughness, and threshold stress intensity factor. Depending on the situation, the 
threshold values could also be very important. 

As already stated, deterministic fracture analysis practice uses relatively large safety 
or scatter factors to account for many uncertainties or errors, such as: analytic model 
inconvenience, inaccuracy of stress intensity predictions, and the scatter of experimental 
crack growth data. Stochastic analysis methods extend the accepted deterministic 
methods by allowing (or forcing) the analyst to explicitly account for these uncertainties 
by treating them as random variables (or processes or fields), requiring to consider the 
parameters’ likely range and distribution. However, both deterministic and stochastic 
analysis will suffer from, e.g. the same shortcomings of model inadequacy. The stochastic 
model has the advantage of addressing uncertainties, specifically using probability and 
statistical theory. Use of a stochastic approach and a reliability based design criteria can 
be beneficial in avoiding over- or under-conservatism that may result from the use of a 
deterministic safety factor approach. 

4. PRACTICAL APPLICATION OF FRACTURE MECHANICS 

4.1. Fracture–critical parts evaluation 

Fracture control by damage-tolerance design has been firstly implemented in the 
development of commercial and military aircraft structures. According to the fracture 
control procedure, all parts have to be classified as fracture-critical or non-fracture-
critical components. A Fracture Critical Part is defined as a part or assembly whose 
failure due to cracking could result in loss of life or loss of the structure. Unfortunately, 
the analyst in practice will never have all the necessary information and, in this respect, 
some compromise must always be made. Problem overcoming in this respect could be 
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accomplished by a systematic procedure, which means approaching the solution in itera-
tive steps leading to more and deeper access to the nature of the problem. Achieved 
positive level of information leading to solutions is valued in each iteration, as also the 
negative level, which exhibits additional data necessary to improve results or to make 
accurate selection among alternatives. Under ideal circumstances this may lead to the 
optimal solution – in the practical case to the best compromise or problem solved by an 
estimate, based on a combination of theoretical and empirical answers, and engineering 
judgment. These kinds of solutions are unavoidable and truly necessary in practice. 

4.2. Strategies for structural integrity assurance 

In demonstrating a possible practical solution it is necessary to recall the history of the 
F111 failure. The F111 aircraft were put in reserve due to early failures, and by looking at 
the solution of the problem, the experts used fracture mechanics (already available at the 
time). However, the F111 was designed and built – in effect, it was too late for the new 
design approach. There was also another problem: most of the primary structural steel 
members of concern were located in areas of limited accessibility, and the available NDI 
techniques could never reliably detect all flaws. What was needed was a global test or 
method, able to completely inspect all complex structures. There was only one viable 
option to fulfil these requirements – a low temperature cold proof test. The cold proof test 
enables evaluation of current structural integrity of the airframe in a global fashion, while 
permitting prediction of a period of safe life operation before another inspection or cold 
proof test is required. Clearly, proof loading does not change safety factor values and the 
overall probability of failure, but it changes the corresponding probability of failure in 
service (as failed components during proof tests do not enter service). 

It is usual today for all pressure containing components to carry out the corresponding 
test under pressure at the start of service, to demonstrate structural integrity for operating 
conditions. The practice of proof testing prior to operational usage is a good design 
practice. The rationale behind this belief is that successful proof test provides increased 
assurance of component survival at a lower stress during operation and structural integrity 
is improved, because by proof test, critical components are removed from the in-service 
population with saved reliability of the surviving components. However, formal use of 
this test is not sufficient, in spite of all advantages, quantitative information concerning 
key parameters is not available, as for example: existence and size of cracks and defects, 
the total lifetime of safe use without risk of failure, necessary overload level and risk of 
failure during the test. The full benefit of this test, which is not only limited to the compo-
nent loaded by pressure, can be only realized by applying fracture mechanics, since after 
successful testing, the safe condition during some period of use in future could be precise-
ly specified and the preparation and execution of the test optimized. The principle of frac-
ture mechanics procedure allowing effective proof testing is illustrated in Fig. 15. 

The purpose of proof tests is to load the entire aircraft structure (or its components) to 
certain levels to check structural integrity and establish initial fictitious crack sizes asso-
ciated with critical structural components for fatigue life analysis. For full performance, 
the proof load levels are usually slightly lower than the design limit load. If a previously 
undetected crack exists in a certain structural component that is larger than the critical 
crack size for proof load, that component will certainly fail during proof load tests. Thus, 
a catastrophic accident during service can be avoided. If the entire structure survives the 
proof load tests, then the critical stress of structural components has been subjected to a 
proof load tensile stress σo induced by the proof load Po. If KIc denotes material fracture 



toughness, the maximum crack length ao a structural component can carry under the proof 
load without failure, may be calculated using σ∝

P. In reality, there may not be any cracks 
during proof tests; however, it is assumed that a fictitious crack of length ao has been 
there at critical stress of structural components during proof load tests. In fact, ao is the 
initial fictitious maximum defect size that could just survive the proof test overload, Po 
without failure, calculated using fracture mechanics. For ao evaluation it is necessary to 
take the upper value of fracture toughness, which gives conservative (lower) residual life 
evaluation. If σS is defined as the peak operational stress level (highest peak of stress 
cycles, but significantly lower than proof test load), the structural component can carry a 
crack of size aS, which is much larger than ao. It is the operational limit crack size toward 
which the initial crack ao is allowed to grow after repeated operations. The difference 
∆a = aS – ao is then the permitted increase in crack size for structural components in 
repeated operation. The remaining life is determined by subcritical crack growth in 
service, due to expected mechanisms (fatigue, environmental attack, and creep), up to a 
maximal tolerable size aS, 
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By adjusting the value Po, hopefully one arrives at the value of ao, which in combination with 
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guarantees that the required remaining life can be realized without incurring an unaccep-
table risk of failure during proof. This test is not very useful if probability of failure is 
high. In general, the evaluation of ao is simpler than aS, because conditions for the proof 
test are controlled and very well known, and also less complex than service conditions. 

 
Figure 15. Proof test logic based on fracture mechanics 
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In the proof test, failure does not necessarily imply a catastrophic event, but refers to 
any indication that the component is not fit for service. For example, leakage between 
compartments in aerospace propulsion systems during operation could result in release of 
volatile liquids with catastrophic results. In this case, component wall penetration by a 
defect during proof loading would be classified as a failure, even if the flaw through wall 
remained stable during the test. 

An important aspect of applying the proof test method is recognition that the defect of 
size ao (a postulated defect whose size is calculated using a worst case scenario) may not 
actually exist in the component. Despite of this, ao must not be a real crack; its applica-
tion does not mean shortening of available life. With this approach only a certain period 
of service without risk is guaranteed, and with further life extension, after successful 
repeated proof testing in verifying the next applicability of the part, life extension is 
possible. Moreover, in this way the full real life capacity (above minimal design life), as a 
result of lifetime randomness, could be used. This means at the same time, the worst-case 
scenario is valid, only for purposes of first iteration of available life, only up to the next 
inspection and proof testing, when new life evaluation is carried out in the same way. 

Based on the review of proof testing, different benefits arising from this testing may 
be given, as: increased structural reliability, manufacture and quality assurance, enhance-
ment of NDI application, defect sizing and flaw screening in situations where NDI is not 
useable, residual stress reduction and verification of stress analysis. Benefit of proof test-
ing is especially significant for quantitative flaw detection. With it, the introduction of a 
part in exploitation is possible with high probability that there are no cracks larger than 
the one evaluated by fracture mechanics. In addition, relative benefit is the reduced 
danger of the real crack or flaw, due to crack blunting under proof test overloading. 
Finally, the proof test enables stress measurement during the test for its quantification. 
This is very important, as an accurate prediction of stresses under service conditions is 
necessary for evaluation of fracture mechanics parameters and as a demonstration of 
structural reliability. Concerning this, the most important subject of proof test design, in 
addition to failure prevention due to excessive loading, is to avoid unnecessary compo-
nent damage. Damage during testing can appear due to many reasons. For example, if the 
test is performed in conditions where material toughness is lower than in service condi-
tions, cracks could be created (from overloading), which cannot originate under normal 
conditions. Frequent test failures are possible if the size ao is small compared to typical 
defects introduced during manufacture. Therefore, although more severe conditions and 
the proof test number could lead to in-service reliability improvements for structures 
surviving this test, this can also have disadvantage of unnecessary increase in a number of 
test failures due to cracks which are smaller than a crack that could grow to critical size, 
capable of service failure. Here an optimum is necessary. 

The design of proof testing is a serious task, which is only possible and based on detail 
design investigation, and on stressing and working conditions. In situations where more 
complex structures, as pressure vessel, are usually investigated by more complex methods 
(finite elements) in case of pipes, the approximate methods are often used, [11]. 

Under in-service conditions (loading, temperature, environment), a surface crack in a 
vessel can grow and this may lead to gradual wall penetration or bursting of the vessel. In 
case of wall penetration the internal medium is released, leading to pressure reduction and 
could be timely observed by inspection. Based on this, the fracture mechanics concept 
Leak-Before-Break (LBB) is developed, meaning that pressurized component failure will 
be signalled by a detectable leak and may be fully controlled. If the necessary presupposi-



tions based on this criterion are fulfilled, the crack extension from any defect in compo-
nents should always lead to through-wall cracking and leakage before component rupture 
can develop and could be discovered by inspection before the initiated through-crack 
gains size, which may initiate instable fracture. 

In practical application, characterized by leakage preceding failure, the LBB must 
always have sufficient safety reserve in time between these two occurrences for remedial 
actions of leakage discovering, component unloading, and necessary repair, that has to be 
carried out with safety. If this is fulfilled, LBB can be used as a method to preclude 
bursting or rupture of the equipment. Consequently, the corresponding concept has 
important safety aspect relevance. 

Component behaviour and relevant relationships can be presented in a simplified way 
in the so-called leak-before-break diagram (Fig. 16). Axes in the diagram are: relative 
crack depth a/t and critical surface crack half-length c/cc. Line AB defines the place of 
crack growth initiation of a surface crack. The second vertical line with c/cc = 1 separates 
the range of the through-wall crack below and above critical crack length and in this way, 
the area of safety. It can be seen, however, that part-through cracks of length higher than 
cc may also be stable if their position is below the ligament failure line. But if these 
cracks grow further (Fig. 16, curve 1) due to fatigue or sustained crack growth, it will 
produce fracture, and the application of leak-before-break concept is not possible. In the 
second example (curve 2 in Fig. 16, arrow), the ligament line is first achieved and stable 
leakage may appear if the crack grows along the surface up to the size where crack 
opening is sufficient for leakage to be discovered before critical crack size is achieved. If 
the crack growth path position is very near to c = cc and its shape curved in the same 
direction (arrow 3), the conditions of catastrophic fracture may also be possible. 

 
Figure 16. Scheme of the Leak-Before-Break procedure 

It is clear that in case of leakage the fracture failure can be prevented only if pressure 
is reduced by leakage or if leakage is timely detected and the necessary action performed 
before unstable crack growth can develop. If there is anything that retards the leakage or 
its discovering, than LBB protection may partially or totally be missing. Generally, the 
leak-before-break criterion is not sufficient to guarantee fail-safe response of the structure 
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for all possible conditions. Therefore, careful fracture mechanics analysis of the structure 
has to be performed and the results considered within the quality control programme. 

Leakage and crack detection in tubing is often very complicated due to the large 
number of pipes and elbows that are additionally loaded by moments. In case of vessel 
loading, it is easier to define, and crack detection is simpler. In spite of this, LBB method 
is successfully applied in many cases. This is stimulated by realization of technical and 
economical advantages. For leakage area evaluation, all local loads and corresponding 
conditions have to be considered, which in case of high temperature also include creep. 
Crack opening under load can be estimated based on data [3] for the plate with a central 
crack. Pressure vessels with non-hazardous LBB failure mode may be also demonstrated 
by test, showing that an initial flaw of any flaw shape range of 0.05 < a/2c < 0.5 will 
propagate through the thickness of the pressure vessel before becoming critical. The test 
may be conducted on samples that simulate the material (parent material, weld metal and 
heat-affected-zone – HAZ), and thickness of the pressure vessel, or on a pressure vessel 
representative of the hardware. Test specimens shall be pre-cracked and cycled through 
the design spectrum to demonstrate stable crack growth completely through wall thick-
ness. A sufficient number of tests are to be conducted to establish that all areas (thick-
ness) and stress fields will exhibit a leak-before-burst mode of failure. 

Unit availability and effective utilization of inspection funds are two of the most 
important concerns within equipment life management. Operators are continually faced 
with decisions regarding component replacement and/or repair. For this purpose fitness-
for-service assessment is a multidisciplinary engineering analysis of the structure to deter-
mine if it is fit for continued service until the end of a desired period of operation, such as 
until the next turnaround or planned shutdown. Fitness-for-purpose is the shorthand name 
for a concept which has emerged almost spontaneously in more than one country in 
response to the proliferation in recent years of powerful new methods of quality assess-
ment, which are created through the efforts of scientists and engineers to provide a more 
certain prediction scenario. Main results of fitness-for-service assessment are decisions to 
run, alter, repair, or monitor the equipment, and guidance on inspection intervals. Differ-
ent codes are developed for application of fitness-for-purposes. API 579 and BS 7910 are 
two mostly used procedures which are also regulator accepted. Worldwide survey of 
pressure system users shows that 53% use fitness-for-purpose assessments for purposes of 
determining residual life of damaged plant and ensuring safe operation beyond design 
life, and in some cases extending the inspection intervals. Assessed equipment are pres-
sure vessels, process piping, shell and tube heat exchangers, boilers, and general struc-
tures, pumps, turbines, compressors. Application of these codes is very helpful to solve 
practical problems and they are important components in the fitness-for-purpose listing. 

4.3. Remaining life assessment 

Many safety-critical components in power plants are made of steels developed to resist 
deformation in the range 480–565°C with design stresses limited to 15–90 MPa to assure 
required life for given geometry, loading and material properties. Large scatter and differ-
ent uncertainties are typical for all these parameters. Mechanical and thermal condition in 
service may not be completely defined and so-called nominal conditions are usually 
based on maximal loading during prescribed operating conditions, which are not applied 
during all the time. On the other hand, damages appearing as a result of frequent change 
of service conditions and in shutdowns are usually ignored. Material properties are 
considered, based on allowable levels, which are chosen, i.e. according to ASME code 



based on 80% of the lowest values of creep rupture strength for 100 000 hours (Fig. 17). 
This safety margin against the minimal properties of the distribution is necessary, as the 
long-time values are usually based on linear extrapolation of experimental short-time 
data. The experience with old power plants showed however, that the deterministic life 
evaluation, applying the worst case assumption, pile-up conservative assumptions leading 
to the pessimistic assessment, different to the actual situation and shortening the life time. 

Typical creep results (Fig. 17) show that between allowable, minimal and mean 
values, significant life capacity exists compared to the design life, which is reached first. 
Although a large amount of reserve exists, in the particular case there are no quantitative 
data, and starting from the worst case assumption it will not be possible to use these 
capacities. Obviously, the solution of this problem, without negative effects on general 
safety and reliability of the equipment, is only possible using special methods to measure 
actual life consumption and remaining life capacity of parts in service and ruling out the 
corresponding random effect in this respect. Accordingly, from the design life calculation 
point of view, here is not a matter of correcting the errors in calculation and all strives of 
“improvement” in this respect will not be successful. However, the modern method of life 
design certainly considers the corresponding experiences with the introduction of life 
monitoring and equipment inspection, contributing in this way to the overall efficiency 
and reliability of equipment. Programmes for monitoring and life extension are now usual 
in power plants. The goal of these programmes is the increase of availability, efficiency 
and reliability of existing power plants by reassessing their structural integrity and the 
guarantee of safe and economical usage. 

 
Figure 17. Creep curves for 2 ¼ Cr1Mo steel 

For components with dominating creep life, the monitoring programme is relatively 
simple. Before the late 1980’s, the traditional way to evaluate the condition of plant 
tubing was to remove tube samples and examine them in the laboratory for build-up of 
internal oxide, wall thinning, hardness and chemistry analysis. Hardness tests provided 
some guidance to (creep) strength of the material and the internal oxide scale provided an 
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estimate of the operating temperature. The major drawback to this approach was that only 
a small number of tubes were sampled and it took time to get the information back to the 
maintenance personnel. Today, it is generally known that damage development under 
creep conditions is based on the behaviour of pores on grain boundaries. Based on 
systematic investigations, the correlation between creep damage development and life 
extension is found. Because the part of life linked to macro crack existence (tertial creep) 
takes only 20% of total life (Fig. 18), it is clear that the assessment based on pore estima-
tion is relatively safe against unexpected rupture and failures. 

The corresponding evaluation is based on the use of replicas. Metallographic replica 
technique is the NDI method applied to achieve metallographic material data for creep 
damage at the investigated location. A replica is in common sense a volume surface 
image and can be used to discover cracks, creep cavitations, porosity, inclusions, and 
other similar defects. The great advantage of the replica technique is that efficient prepa-
ration and collection of copies can be made on-site by skilled personnel and the evalua-
tion can be done in the laboratory on powerful microscopes by qualified personnel. 

 
Figure 18. Relation between area fraction of cavities and life fraction 

The creep damage measured by replicas is firstly classified according to Wedel-Neu-
bauer [11], in 4 classes (Fig. 19), correlated to a schematic creep curve (Table 2). Recom-
mendations have been produced for performing and evaluating replica inspection results, 
[2]. For example, the time for first in-service replica inspections is given as material 
dependent (Table 1), as well as the proposed maximum time to the next inspection. These 
recommendations apply in particular to the case where no earlier inspection data are 
available from exactly the same location, and where only parallel experience can be used 
as a guideline. This initial classification is extended (mean classes B and C) to allow 
more precise evaluation (RWTÜV, Nordtest). However, serious system error appears if 
the residual life time procedure, which is based on creep dominance, is applied for the 
condition of other kind of damage, for example fatigue. 

Table 1. Recommendations for different materials 
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Material type 14 MoV 6.3 13 CrMo44 10 CrMo9 10 X20 CrMoV 12 1 
Recommended maximum time in 
service (h) for first replica inspec-
tions. Welds and bends, service 
temperature ≤ 500°C 

50 000 1 000 000 1 000 000 120 000 



Table 2. Wedel-Neubauer classification 
Damage 

class 
Description Approximate 

minimal life
Recommended action 

 No pores are seen, but only spheroid-
ized carbides are observed 

 Inspection recommended after six 
years 

A Microvoids isolated on grain 
boundaries  

0.27 Monitor further development. Next 
inspection after three years. 

B Microvoids are distributed so that an 
alignment of damage boundaries 
(pore chains) normal to the maxi-
mum stress can be seen 

0.46 Monitor. Inspection is needed after 
two years or less.  

C Coalescence of cavities causes sepa-
ration of some grain boundaries 
(boundary microcracks) 

0.65 Limited service until repair or 
replacement by a new component 
within six months. 

D Cracks many boundaries long 0.84 Immediate repair or retirement. 
 

 
Figure 19. Creep damage classes as seen from the replicas 

4.4. Treatment of welded structures 

The problem of welded structures is so complex that it cannot be treated here in suffi-
cient detail. However, due to vital importance for structural integrity, some very general 
remarks have to be made. Weldments are of major concern, especially for power plants, 
where nearly no parts are produced without welding. Considering the high loading and 
usual geometrical discontinuities of these joints, it is not surprising that welded joints are 
a frequent place of failure in structures. In fact, welded structures have special charac-
teristics, some of which tend to make them more susceptible to cracking, and thus to more 
catastrophic fractures. For example, they are metallurgical composites with three typical 
areas in a continuous chain with different strength and toughness: parent material, weld 
metal, and heat-affected-zone (HAZ). Considering the transitions between parent and 
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weld metal and the corresponding successive changes in properties and grain structure 
within the heat affected zone, further division can also be made. Yet another consi-
deration is the fact that the composite welded structure is interconnected and discontinui-
ties from one part of the structure can propagate by a number of mechanisms into other 
parts of the structure without interrupting interfaces. Generally, weldment behaviour 
regarding defects depends on difference in strength and toughness parameters between 
parent (base) and weld metal (matching effect). Crack behaviour regarding initiation, 
growth, and especially the capacity to arrest the growing crack, is of great importance for 
practical applications. 

Welded engineering structures are normally designed for performance within the 
elastic stress range of the parent metal. Concerning the deformation behaviour, the yield 
strength mismatch does not affect deformation behaviour in the elastic loading range, i.e., 
as long as the applied stress is smaller than the lowest yield strength (parent or weld 
metal). Of course, the use of design stress, which is some fraction of yield strength, does 
not automatically mean that nowhere in the structure the design stress exceeds this level. 
As soon as yielding occurs in the weld or parent metal, yield strength mismatch is to be 
considered. From the design point of view, it is rational to require that a defected weld 
sustains applied nominal stresses of the parent metal yield strength level without yielding. 
Furthermore, the need for adequate plastic straining capacity of the welded joint as a 
whole can limit the use of undermatching weld metals. Consequently, as overmatching 
weldments permit more straining than undermatching ones, it is attractive to ensure weld 
metal yield strength overmatching because in this case the requirements concerning weld 
metal toughness may be reduced. 

The distribution of plasticity throughout the panels also depends on the crack size and 
location. For large surface cracked panels, the crack size dominates the deformation and a 
mismatching effect (beneficial or detrimental) on the crack driving force is lost. Small 
surface cracks, when positioned in undermatched weld metal, significantly reduce ductili-
ty of the welded joint and substantially increase the applied crack driving force. However, 
this is not the case for cracks in HAZ. 

Another important characteristic of many welded structures are residual stresses, and 
their effects are difficult to assess. Welding processes and different thermal expansions of 
clad/parent metal introduce residual stresses, which influence the effective initiation 
toughness for shallow flaws in the vessel wall. Their effects may be diminished by post-
weld heat treatment, but not eliminated. The term – welding residual stresses – includes, 
in analogy to the manufacturing residual stresses, all residual stress states, which appear 
in various welding processes. Thereby, completely different source parameters acting 
together during welding can contribute to the weld residual stress state (Table 3). The 
basic mechanism of residual stress creation is the shrinking of high heated areas, hindered 
by the cooler, and less or even non-shrinking areas. 

The constrained longitudinal shrink in single pass arc welding leads to residual stress 
distributions in the longitudinal and cross direction of the seam (y–axis) and along a verti-
cal line (x–axis), as schematically shown in Fig. 20. The stresses in the length direction in 
the seam area and in the HAZ adjacent area are tensile stresses. These hold the balance to 
compressive stresses outside the seam mean position. In sufficiently large seam, tensile 
stresses in the length direction in the centre of the metal have a nearly constant level. At 
seam end they fall to zero. On the left in Fig. 20, based on the stress distribution along the 
seam, the distribution of transverse strains is schematically presented. They become zero 
at seam end, but increase toward the seam mean position. This means, as seen along seam 



length, that transverse strains are constrained and therefore, even when no outer forces or 
residual stresses restrict cross shrinking, in the direction crosswise to the seam residual 
stresses must also appear. The distribution of these stresses is also schematically given in 
Fig. 20. If no outer shrink constraint exists in the transverse direction, their amounts are 
overall smaller than stresses in the longitudinal direction. At long welds, the cross strain 
constraint goes in the area of the seam against zero and correspondingly the cross residual 
stresses at the same place approach zero. 

Table 3. Possible causes for weldment residual stresses 
Non-homogeneity of 

Shrinking processes  Transformation processes  
Method procedure caused temperature differences: 

 - across the seam   Between seam HAZ and base material  
 - in thickness direction:   Between different layers  
     Between deposit and base metal  
     Between melt line and base metal 
Shrinking residual stresses  
through the difference in shrinking of different-
ly heated zones  

Transformation residual stresses  
through the volume change in transformed zones 
only 

without (in principle) necessity of yielding, due to the outcome of the process only 
Tensile residual stresses 
in finally cooled zones  

Compression residual stresses 
in finally transformed zones 

Temperature differences caused by cooling 
In the thickness direction: Surface cools down quicker than the kernel 

Quenching residual stresses 
through yielding due to constrain between sur-
face and kernel 

Transformation residual stresses 
through yielding due to non-simultaneous trans-
formation of surface and kernel 

By outcome of the process alone: 
Compression residual stresses 
in firstly cooled zones, i.e. on surface  

Tensile residual stresses 
in firstly transformed zones, i.e. at surface 

 

 
Figure 20. Longitudinal (σl) and transversal stress (σt) distribution in the welded plate 
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Residual stresses have an effect on crack growth, but due to residual stress redistribu-
tion this effect may be very complex. During service, residual stresses are subjected to 
change due to redistribution, relaxation, overloading, and similar. In case of residual 
stress ignorance in calculation, the results may be at the unsafe side. 

The determination of fitness-for-service and the prediction of the impact of weld 
discontinuities on components are based on fracture mechanics. The three primary factors 
controlling fractures are: discontinuity size, material toughness, and applied stress. Know-
ing two of these three, engineers apply fracture mechanics to estimate the value of the 
third, to produce acceptable welds. However, actual methods for the evaluation of crack 
effects (crack propagation, failure) in the welded structures are mostly derived based on 
homogeneous materials, assuming cracks in materials with properties and microstructure 
that remain unchanged in the whole volume. In the case of weldments this is far from 
reality and for the purposes of adding predictability to welded components, additional 
investigations and developments are necessary. Recently, the SINTAP method for weld 
strength mismatched structures has been developed. It is based on two existing defect 
assessment approaches for welded structures – the modified R6 method and the ET-MM 
method. The consideration of Lüders strain allows more accurate consideration of strain 
capacity in the mismatched weldment. 

CONCLUDING REMARKS 

In the drive towards industrial competitiveness, it is vital that existing process plants 
become more efficient in terms of their cost, downtime, production efficiency and quality. 
Industries rely on plant operating efficiency and uninterruption during production. How-
ever, purely by design the plant suffers from a number of degradation mechanisms which, 
when unmonitored and without preventative – remedial measures being taken, often lead 
to failure. The failure of plant not only results in loss of production, loss of income and 
costly unscheduled repairs, but also all too often results in injury and loss of life. 

Even so, the practice of replacing life-limited components at first signs of field prob-
lems in similar equipment or at the end of their predicted lives may result in an unneces-
sary and large expense to the user. Therefore, in the current budgetary environment, 
fielded equipment is often used beyond its design life. To avoid large costs of replacing 
critical rotating parts as they reach their design life limits, or, based on retirement-by-time 
basis, a retirement-for-cause procedure has been developed as a cost-effective, yet safe, 
alternative. The main products of retirement-for-cause assessment, based on fracture 
mechanics science explaining how and why the structure components fail, are a decision 
to run, alter, repair, monitor, or replace the equipment and a guidance on reliable inspec-
tion interval lay down for the equipment. 
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INTRODUCTION 

Systematic analysis of the number and duration of malfunctions and their causes, 
types, and consequences in a given plant can be carried out at different levels, starting 
from malfunction analysis of individual systems through analysis of components com-
prising the system, and finally the analysis of the parts of a single component. According-
ly, systematic malfunction analysis of a plant system can be defined at three different 
levels [1-3]: 
• System level – malfunction analysis is carried out at the level of a particular system. 
• Component level – malfunction analysis is carried out at the level of a particular com-

ponent of the system under examination. 
• Parts analysis – malfunction analysis is conducted at the level of parts of a system under 

examination. 
Malfunctions [4-7] of thermal power plants (TPP) can be divided into three basic groups 
in respect to the effects produced: 
• Functional malfunctioning whose end result is complete interruption of system perfor-

mance within specific limits; 
• Performance malfunctioning of a system that is manifested by reduced performance but 

remaining within the specified limits; 
• Part malfunctioning that has no effect on the system functionality. 

1. CLASSIFICATION OF MALFUNCTIONING CAUSES 

Designers are often confronted with the requirement to minimize the possibility of a 
failure/fracture of different constructions. To comply with this requirement, it is essential 
to understand the basic mechanisms of fracture of materials under specific (service) 
conditions, as well as to understand the design principles applied to prevent fracture of a 
particular part in service. In general, fracture of engineering materials, particularly occur-
ring in thermal power plants [8-10], is always undesirable, primarily because of following 
reasons: life-threatening possibility to personnel, direct economic loss, outages of unknown 
duration, and possible breakdown of plant availability. 

However, even when causes of fracture and material behaviour under service life 
conditions are known, the use of preventive measures to avert the occurrence of fracture 
is rather difficult. 



 

 

 

 
 

Figure 1. Fossil fuel power pla

DESIGN 

  1    2

   TECHNOLOGY 
 

   ASSEMBLING 

   5 44 

   SERVICE   OVERHAUL 

The classification we have sugges
possible flaws that may occur in a foss
construction and exploitation, Fig. 1, 
during exploitation can be relatively q
design and construction nature. Howe
hidden which, even under normal servi
their size, cause small or considerable d

Table 1. Chrono

 

Chronologic
Group of flaws 

 Design 

Inadequate design 
Inadequate designed dime
Improper assumption of w
Dimension deviation in b

Technology 

Deviation from designed/
nical characteristic, numb
Weld flaws 
Deviation of pre/post hea
meters 
Deviation from designed 

Assembly 

Mechanical surface dama
Improper assembling of c
Improper assumption of w
Assembling weld flaws 

Service 
Fatigue cracks, creep crac
Environmental induced c
Components dimension d

Overhaul 
 

Cracks initiated by residu
Weld flaws 
Assembling flaw 

For these reasons it is essential to de
causes and time of their appearance du
sis is essential when applying measures
flaw causes, if it ever is conducted, con
• often, it is not possible to determine t
• instead of a cause, a characteristic o

stress corrosion, etc., 
• practically in all cases of analysis o

from different factors causing the dam
3   3
194

nt life cycle phase

ted, chronologic
il fuel power pla
Table 1 and 2 [3
uickly detected,

ver, technologica
ce conditions, co
amage, or even f

logical classificatio

al classification of
Exampl

nsion of compone
orking condition 

uilt-in components
required chemical 
er of inclusions ...

t treatment and we

surface quality 
ges due to transpo
omponents 
orking condition 

ks due to deviatio
racks due to deviat
eviation due to ove
al stresses in weld

termine the distr
ring service life. 
 for improving t
tains a number o
he cause of a flaw
f the event is s

f flaw/damage, t
age is lacking. 
   
s – possible flaw origins 

al and functional, comprises all 
nt, starting from its design phase, 
,5,7]. A certain number of flaws 
 primarily those originating from 
l flaws in materials appear to be 
uld be activated and depending on 
racture of a component. 

n of flaws 

 flaws 
es 

nts 

 from designed point 
composition, microstructure, mecha-
 

lding parameters from designed para-

rtation and assembly  

 

n from working parameters 
ion of water treatment  
rloading (p, t) 

 after repair welding during overhaul 

ibution of flaws according to their 
However, despite that flaw analy-
he plant reliability, the analysis of 
f shortcomings such are: 
, 

een, for instance fatigue fracture, 

he quantitative analysis of effects 



 

Table 2. Functional classification of flaws 

 

Functional classification of flaws 
Group of flaws Examples 

Overloading (High stress) 
Fatigue cracks, creep cracks 
Cracks due to static loading 
Brittle cracks 

Overloading (High stress) + 
+ other causes 

Cracks initiated by residual stresses 
Stress corrosion and  corrosion fatigue cracks 
Brittle cracks due to material aging 
Thermal fatigue cracks 

Corrosion attack 

General corrosion 
Oxygen corrosion 
Intercrystalline corrosion 
Pitting corrosion 
Hydrogen corrosion 

Corrosion attack + other causes 
Fretting corrosion 
Cavitation erosion 
Flaws from category 2 stimulated by aggressive environment 

High temperature 

High temperature material aging 
Micro structural degradation 
Voids (creep) 
Scaling 
Residual stresses 

2. METHODOLOGY FOR DETECTING CAUSES OF MALFUNCTIONING 

Although there are a large number of methodologies for determining the causes of 
malfunctioning, there is very little difference between them. The methodology [11] we 
have applied contains all components of the root cause analyses. It is characterized by 
three distinct groups of activities: 
• Visual inspection with macro photography of all parts that directly and indirectly 

contribute to fracture, preferably on-site and without any preparation. Visual inspection 
is the most important operation of preliminary examination of a damaged component. 
The human eye has extraordinary capabilities of detecting small changes in colour and 
texture of materials over a large surface area, more than any optical or electronic 
device. Visually noticeable characteristics of the damaged zone of a component, frac-
ture features, and propagation directions of crack/macroscopic damage, provide useful 
information on the sequence of the process development and a possible cause of 
damage. It should be pointed out that there is no systematic analysis of the appearances 
and characteristic locations of the damages, for instance, on boilers due to inadequate 
attention given to this domain. 

• Examination of material properties for a given application. In this phase of examina-
tion, it is essential to determine the material chemical composition. This analysis is 
often neglected or is carried out at the end, if and when there is a need for it. In other 
words, standard material chemical analysis provided by the supplier, is often taken as 
adequate and exact. Unfortunately, this is not always the case since it was found that 
analysis of not only deleterious elements, such as S and P, but also alloying elements 
shows considerable deviations. Therefore, the method we have applied is based on 
parallel determination of chemical analysis and other examinations. Sometime it is 
possible to determine causes of malfunctioning merely based on these examinations. 
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Following the chemical analysis, mechanical properties are determined while optical 
and scanning electron microscopes are used to characterize micro structural properties 
of the fracture surface. It should be pointed out that most complex examinations are 
those associated with material microstructure, since the material very often satisfies 
mechanical characteristic requirements but not microstructural as well, that may have a 
decisive influence on operational reliability. 

• Data collection from the service life history of a damaged part in respect to, for 
instance, type of material, operational parameters such are: type of load, temperature 
and time, quality of the working environment, etc. On domestic thermal power stations, 
data is very often lacking since the information collected is partial (irregular data 
collection) or unreliable (based on the recollected memory of maintenance personnel) 
and thus using these data must be taken with great reserve. Once data collection is 
complete, detailed analysis is carried out leading to the synthesis of results obtained, 
that enable determination of the actual cause. 

From the techno-economical point of view, the damage degree depends on the flawed 
plant component. Several examples of failures that have occurred on domestic thermal 
power plants during the last 10 years are a consequence of inadequate quality of the 
starting material that clearly indicates the need for flaw classification and strict control of 
the material to be used. 

2.1. Some examples from PRACTICE 

Example 1. DESIGN FLAWS 
Equipment: Boiler drum 

One of the most illustrative examples [12] of poor design is definitely submerged 
drum of TPP, 110 MW. According to the design, the drum, which is located under the 
economizer tubing system (water heater), should maintain the required water level with 
the use of corresponding valves. However, during exploitation it was demonstrated that 
this was impossible to achieve. The problems in boiler operations were detected in the 
early stages since individual tubes of the wall evaporator had a negative flow that, in 
some locations, had no water phase and were subjected to high thermal stresses. 

It is clear that such operation has very quickly led to malfunction, spreading not only 
to the evaporator but also to other parts of the tubing system. Detailed analysis of causes 
for malfunctioning led to the conclusion that there were many types of damages on this 
tubing system but every analysis of the malfunction showed the same – clear connection 
with the submerged drum. Although several attempts to upgrade the design were carried 
out resulting only in partial improvement. The designed functionality, however, was 
never achieved. The selected examples show also other types of flaws. 

Example 2. TECHNOLOGICAL FLAW 
Equipment: Steam turbine feed pump 
Failed part: Second stage turbine blades 
Material: X22CRMOV121 (DIN) 
Type of failure: Fatigue corrosion 
Cause of failure: Unbeneficial microstructure due to improper choice heat treatment 
parameter 

High content of alloying elements as well as complex processes taking place during 
the inappropriate thermomechanical treatment of high alloyed steels can cause unbene-
ficial microstructural characteristics during production – known as metallurgical instabi-



 

lity. Metallurgical instability in these steels includes several complex processes such as 
carbide segregation in grain boundaries, inhomogeneous distribution of carbide particles, 
plenty of different non-metallic inclusions and appearance of large content of ferrite in 
the basic martensite structure. The most unbeneficial flaw is ferrite because of its low 
mechanical properties and relatively low corrosion resistance. Generally, these flaws 
cause decrease in mechanical properties and especially decrease corrosion and oxidation 
resistance of steel, which leads to the decrease of time to fracture. 

The specimens for experimental investigation were cut from turbine blades, stators 
and rotors, Figs. 2–4, made of high-content chromium steel X22CrMoV121 (according to 
DIN standards), which fractured after less then half the predicted life time. These steels 
belong to the martensitic steel type, with 5% of maximal allowed δ-ferrite content and 
which are highly used for turbine blades. The comprehensive experimental investigation 
of microstructure and fracture features 32 different specimens tested by optical micro-
scopy, scanning electron microscopy with energy-dispersive analyzer, all performed in 
the aim of determining microstructural variations, and their possible influence on fracture, 
corrosion, and oxidation resistance of blades [13-15]. 

     
Figure 2. Failed stator blades Figure 3. Failed rotors blades Figure 4. Failed rotors blades 

The basic microstructure of tested steels is martensite with carbides, separated in grain 
boundaries and within the grains, Figs. 5–6. In addition, an appearance of an extremely 
large amount of ferrite is detected. The various microstructural flaws already mentioned 
are presented on SEM micrographs: the striped carbides distribution; the inhomogeneous 
distribution of chromium and the related inhomogeneous distribution of carbides in 
different zones; very large carbides of chromium, separated in grain boundaries with 
decohesion in the particle–matrix interface; very long MnS inclusions passing through 
several grains; massive silicon inclusions are also revealed. A relatively large number of 
specimens have a martensitic–ferritic or pure ferritic structure with large chromium 
carbides in grain boundaries instead of the necessary structure of tempered martensite. 
Delaminations of microstructure are observed too, Figs. 7–12. 

As illustrated on the last four figures, the corrosion pits, because of the complex stress 
distribution and cycling loading, have been the source of fatigue crack initiation, 
Figs. 13–16. The fracture scenario is presented in Fig. 17. 
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Example 3. ASSEMBLING FLAW 
Equipment: Thermal power plant, Unit 210 MW
Failed part: Down-comers tubes  
Material: 0.5Cr 0.5Mo 0.25V  
Type of failure: Stress corrosion cracking  
Cause of failure: Sensitization in weld repa
service 

Austenitic stainless steel  
metal joints as a filler material. Howev
sion and low thermal conductivity, and high residual stresses and distortion being related 
to the same quantities of joined metals, many problems emerge during exploitation at 
elevated temperature. Basic structures stenitic steels are simple and several transfor-
mation phases can be produced durin elding that play a significant role in service 
behaviour. Extensive transformation m ake place during component life if it is main-
tained at elevated temperature. 
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Figu  re 19. Welding flaw in austenitic zone

 
Figure 20. Au  cr
Precipitated carbides in grain  boundaries and zone 
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er-Figure 21. SEM micrograph of austenitic-ferritic int

face. Large crack, brittle intercrystalline fracture in aus-
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Figure 18. Austenitic weld zone. 
Branched stress corrosion cracks. 
Inclusions 

 



 

The investigated joint was part of down-comer tubes assembled 20 years ago, in the 
210 MW thermal power plant. The base materials of welded tubes are the low alloyed 
CrMoV steel. Electrodes, with chemical composition very close to the base material were 
used as a filler material. Because of observed flaws, the part of the welded joint was 
repaired but with an austenitic stainless steel electrode, with 12.5% Cr and 19.1 % Ni. 
Welded joints were 152 000 hours in exploitation at working temperature of 340°C and 
internal operating pressure of 16 MPa, prior to the onset of failure [16-19]. 

Failure originated in the boundary layer of the section, welded with austenitic and 
ferritic electrodes, and followed by crack propagation through ferrite filler material. 
Sensitization – meaning the decrease of chromium content in the area close to grain boun-
daries, below the level (< 12%), which provides corrosion stability. At the same time, 
chromium precipitates in the form of (Cr23C6) complex carbides in grain boundaries. As a 
result of this process, intercrystalline stress corrosion occurs with brittle fracture. 

Branched stress corrosion cracks in the austenitic weld zone are shown in Figs. 18 to 
20. Carbides that precipitated in grain boundaries and zones without carbides in the 
vicinity of the crack can also be noticed. In Fig. 21, a large brittle intercrystalline fracture 
crack is shown in the austenitic zone, and complex silicate inclusions. 

Example 4. SERVICE FLAW 
Equipment: Thermal power plant, Unit 110 MW 
Failed part: Water wall tubes 
Material: Low carbon steel 
Type of failure: Hydrogen damage 
Cause of failure: Improper water lay up procedure (low pH) 

During exploitation of a fossil fuel power plant, significant failures on water wall 
tubes took place [20-23]. Water wall tubes (∅60×6) made of steel – 0,2C 0,5Mn 0,25Cr 
were operating at p = 15.5 MPa and t = 350°C. 

Window type fracture with local wall thinning was observed on the water wall tube 
fireside, in the zone of maximal heat flux. The outer surface of specimens exhibited a 
general corrosion condition. Uneven scaling was visible on the inner surface of the tube 
fireside, especially downstream of the welded joint, and also on all outer tube surfaces. It 
was also observed that the weld joint in the damaged zone had backing rings (poor weld 
overlay, which penetrated to the inside surface), Fig. 22. 

Chemical analysis of specimen showed that carbon content detected on inner surfaces 
is lower (0.23%C) then on the outer surfaces (0.25%C), which indicated a certain level of 
decarburization of the inner surface layer. 

The undamaged areas of all tested samples have wall thickness as is designed (6 mm), 
but in damaged areas, a local diminishing of wall thickness is measured (2.9–5.75 mm). 
Hardness was measured in damaged as well as in undamaged areas of the specimens. The 
obtained results are in the range 141–184 HV30 and exceed the recommended value of 
~145 HV for the material in normalized state. Increased hardness values could indicate on 
certain embrittlement of the material that was verified in mechanical tests. The yield 
strength, ReH = 403 MPa, is significantly higher then the minimum design value 
ReH = 216 MPa, and is very close to the designed minimal tensile strength Rm = 420 MPa. 
The obtained tensile strength value, Rm = 480 MPa, satisfies the recommendation. Defor-
mation characteristics, expressed by elongation, A5 = 13.2%, is much lower than the 
designed, Amin = 24% and indicates a significant decrease of material plasticity, i.e. 
significant embrittlement. The base structure is mostly ferritic while pearlite is mainly 

 201

ld j i t ith



 

degraded or not present at all. Also, a distinctly striped structure with non-homogenous 
distribution of very fine elongated MnS inclusion was visible. However, a very 
characteristic microstructure with many discontinuous intergranular cracks, found in the 
failure area, indicates on hydrogen damaging, Figs. 23–24. 

 
Figure 22. Macro photo of  “window” type fracture with schematic view of the specimen 

  
Figures 23 and 24. Cracks due to hydrogen damaging 
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Figure 25. Flow patterns during: a) transition boiling, b) local steam blanket formation 
downstream flow disrupter 
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In this case, visually observed joints with backing ring act as local flow disrupters, 
which periodically caused formation of the steam blanket or the bubbling in the rinsed 
area (Fig. 25b). This process causes the deposition of dissolved or suspended solids just 
downstream of the flow disrupter. So, downstream of joint, thick deposit is formed as it is 
observed during visual examination. In the deposit area, the local pH value drops signifi-
cantly due to the concentration of acidic content. It is very important to note that this 
process appeared at a moderate heat flux value, q < 400 kW/m2, and is not necessarily 
connected, especially to the water wall tube zones, with local high heat fluxes. 

When the normal operating condition in a tube is interrupted, local areas with deposit 
and elevated acidic concentration (locally low pH value) are formed, and the condition 
for hydrogen formation, as one of the corrosion products, are taking place. 

Even a low decrease of water alkality may cause local damage of protective magnetite 
layer and as a consequence an intense diffusion of hydrogen into metal. Also, tube metal 
temperature fluctuations and presence of porous deposit on the water side intensify local 
diffusion of hydrogen. Window type fracture is characteristic for hydrogen damaging. 

Example 5. SERVICE FLAW  
Equipment: Thermal power plant, Unit 110 MW  
Failed part: Water wall tubes  
Material: 15Mo3 (DIN) 
Type of failure: Corrosion damages  
Cause of failure: Multiple corrosion mechanism 

In general, corrosion is an irreversible process of metal/material deterioration or 
destruction because of environmental activity. During this process material properties are 
decreasing and the material availability is being lost. The deterioration or destruction of 
metal incorporated into fossil fuel power plants may be provoked due to various causes: 
chemical, electrochemical, and mechanical [1,2,24-26]. Thus, a different principal type of 
corrosion as: chemical, electrochemical, erosion corrosion, and fretting corrosion, with 
specific damages, can generate. Corrosion processes on furnace water wall tubes, apart of 
their significantly different steam parameters (3.4–19.5 MPa, 240–360°C), have occurred 
in conditions of boiling regime. Therefore, it is necessary to observe the particular corro-
sion processes within the material (steel)–water–boiling system regime. 

During the exploitation of the 110 MW power plant, significant corrosion damages on 
the furnace water wall panel (∅57×5), made of 15Mo3 steel, are detected. Some prob-
lems with the water wall tube rupture have appeared after prolonged steam boiler stagna-
tion without proper protection. The samples for investigation were taken from three 
different zones per attitude (hopper zone and zone below burners, zone between burners 
and recirculation opening and the zone above recirculation opening) and per boiler sides. 
On the basis of performed tests, it is concluded that: 
• all three furnace water wall zones are exposed to complex corrosion process develop-

ment; 
• steam-water corrosion is especially pronounced in the second zone above the burners 

and is followed by significant wall tube thinning, Figs. 26–29; 
• dominant hydrogen damage followed by decrease in strength and plasticity characterize 

the first zone, which had included the area between the hopper and burners, Fig. 30; 
• corrosion fatigue cracks, as one of environmentally enhanced damages, are the conse-

quence of combined acting of corrosion and thermally induced stresses, Fig. 31. 



 

  
Fig Figure 27. Corrosion damage, ×200 ure 26. Corrosion damages, ×200 

  
Figure Figure 29. Corrosion damage. Oxide scale. 

Deposit. ×200 
28. Corrosion damage with sharp tip, ×50

  
Fig Figure 31. Corrosion fatigue, ×100 ure 30. Hydrogen damage, ×100 

Example 6. Combined flows: design, technological, service 
Equipment: Main hot water pipeline 
Failed part: Welded joints 
Material: Low carbon steel 
Type of failure: Leakage 
Cause of failure: Multiple 

The problems detected during the exploitation of magistral piping [27,28], Fig. 32, 
were associated with the frequency of pipe leakage, especially in the vicinity of the welds 
but also on separate segments. The rate of frequency/number of malfunctioning increased 
significantly during the last 3 years of exploitation and has required frequent weld repairs, 
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Fig. 33. According to the design specification, magistral piping was made of seamed 
tubes, dimensions of ∅406×7 mm and covered with polyurethane. Detailed visual exami-
nation and extensive destructive testing showed that frequent leakage of piping is due to 
design flaws and also due to technological and service flaws. It was established that the 
piping built-in thickness (approximately 4.5–5.5 mm) is considerably lower from the 
designed value, and thus qualifies as a technological flaw. 

 
Figure 32. Main hot water pipeline 

 
Figure 33. Repaired weld area 

Furthermore, the material used for the piping did not correspond to the required type, 
specified by design. Technological flaw was observed in the case of insulating material 
that severely degraded during exploitation, Fig. 34, due to the high metal temperature 
(T = 130°C) that has provoked the development of a very intensive corrosion attack on 
the metal. In addition, the spiral welds showed no typical flaw that could be characteriz-
ed, not only as of design, but also as a technological-assembly flaw. As a result of poor 
positioning of electrodes during welding, an axial mutual displacement of the external to 
the inner weld has occurred, Fig. 35. The results of such a flaw are the increase of tensile 
stresses in the weld during exploitation and their non-uniform distribution. This affected 
initiation and propagation of cracks that appeared in large numbers in both heat-affected 
zones of the weld external and inner sides, Fig. 36. Inadequate preparation of the working 
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fluid caused the separation of the deposits on the inner piping surface and development of 
pitting corrosion under the deposits. 

This example clearly shows the additive effect of a number of flaws during the design-
ing phase as well as due from assembling and exploitation. The final result is a significant 
loss in exploitation reliability of the main pipeline and a need for its replacement. 

 
F Figure 35. Misaligned welds with crack 

in common HAZ 
igure 34. Damaged area due to leaking, wet insulation

 
Figure 36. Penetrated crack in HAZ where leaking occurred 
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FRACTURE TOUGHNESS OF METALS UNDER CYCLIC LOADING 

V. T. Troshchenko, V. V. Pokrovskii, Pisarenko Institute of Problems of Strength, 
National Academy of Sciences of Ukraine, Kiev, Ukraine 

INTRODUCTION  

A study of fracture of various engineering components and structures has revealed that 
in most cases their fracture is due to material fatigue, which is known to be responsible 
for initiation and propagation of fatigue cracks in cyclic loading and such cracks ultimate-
ly lead to complete failure of a component. 

The most dangerous fracture case is where a component completely fails with a 
fatigue crack of small size and final fracture is of brittle mode, thus hindering the detec-
tion of small cracks at an early stage of damage. 

Figure 1 illustrates the temperature dependence of the ratio between the portion of the 
section occupied by a fatigue crack at the moment of fracture in high-cycle fatigue and 
the total section of a specimen, F , for carbon and austenitic steels [1]. 
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Figure 1. F  as a function of temperature T, for a carb
steel (1) and an austenitic steel (2) 

on 

It is evident that in case of carbon steel at low temperature, which makes it brittle, 
final fracture can occur when a fatigue crack occupies only a few percent of the total 
section of the specimen. 

Clearly, for materials prone to embrittlement, one can expect still further decrease in 
fatigue crack size limits in view of such factors as hydrogenation, radiation, and corrosive 
effects. At the same time, in the case of austenitic steels and aluminium alloys, which do 
not embrittle at low temperature [1], the area occupied by a fatigue crack prior to fracture 
scarcely decreases with lowering temperature. 

A transition from stable fatigue crack propagation to final fracture is governed mainly 
by fatigue fracture toughness Kfc. This characteristic is defined as the highest value of the 
cycle stress intensity factor whereby the final fracture of a specimen with a fatigue crack 
occurs under conditions of cyclic loading [2]. 

It was mentioned in [3] that the concept of fatigue fracture toughness had been first 
introduced by Yokobori and Aizawa [4] in 1970. The works of Ivanova and Kudryashov 



 

[5], Yarema and Kharish [6], and Kawasaki et al. [7] were among the first dedicated to 
fatigue fracture toughness of metals and alloys. Then, the subject was taken on by Satoh 
et al. [8], Clark [9], Kitsunai [10, 11], Sawaki et al. [12], Ando et al. [13] as well as other 
researchers [14-19]. At the Pisarenko Institute of Problems of Strength of the National 
Academy of Sciences of Ukraine, they started similar research in early 1970s [1,20-28]. 

The data obtained by various researchers demonstrated that fatigue fracture toughness 
of high strength steels, especially in low temperature tests, can be substantially lower 
(down to 50%) than that in static loading [7,21]. In this case, a transition from stable 
fatigue crack propagation to final fracture is accompanied by crack jumps whose size 
grows with increasing current values of stress intensity factors [11,23,27]. The models of 
transition from a stable fatigue crack propagation to the unstable one, which were propos-
ed in [11,26], are based on the assumption that cyclic mode of loading causes damage to 
the material at the crack tip and thus is responsible for a decrease in fracture toughness. 

Despite numerous works on fatigue fracture toughness of metals and alloys, the 
following issues have still to be clarified: How big is the difference between fracture 
toughness characteristics in static and cyclic loading, and for which materials and test 
conditions? What are the peculiarities of the stable-to-unstable transition of fatigue crack 
propagation? How do temperature, stress ratio, specimen dimensions, plastic prestraining, 
and damage of a material under cyclic loading and other factors affect the value of fatigue 
fracture toughness? 

In the present work, we discuss the above-mentioned issues using results of investiga-
tions into the fatigue fracture toughness of metals and alloys, which have been obtained 
recently at the Pisarenko Institute of Problems of Strength of the National Academy of 
Sciences of Ukraine [29-50]. 

1. EXPERIMENTAL PROCEDURE AND MATERIALS 

The experiments involved tensile testing of compact specimens, 7.5 to 150 mm in 
thickness on electrohydraulic machines of various capacities [51]. The machines were 
equipped with specimen cooling and heating systems that provided a test temperature T 
ranging from 77 to 623 K, [51]. The specimen preparation and crack growing procedures 
were in conformity with the accepted standards. 

The fatigue crack development was observed with an optical system in stroboscopic 
light. In order to determine the crack front, we measured the fracture surface of a speci-
men. If necessary, the crack front was fixed by varying the load. In the general case, the 
formula for calculating the stress intensity factor (SIF) we used, had the averaged crack 
length. The fatigue crack growth rate (FCG) was calculated by dividing the crack length 
increment by the number of loading cycles in which the crack covered that distance. 
Thus, values of the crack growth rate da/dN and stress intensity factors obtained were 
related to the final crack size. 

Cycling of specimens was performed at constant load in the loading frequency range, 
varying from 10 to 15 Hz. Brittle jumps of the crack were detected using acoustic 
emission signals, which also allowed measurement of crack growth rate during the brittle 
jumps, [36]. 

We calculated the stress intensity factors by the formula, 

I
P aK Y
t w

=  (1) 
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where P is the load, a is the crack size, and t and w are the specimen thickness and width, 
respectively. 

The plane strain conditions were determined by the criterion 
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where σ0.2 is the material yield stress. 
The size of the plastic zone at the crack-tip in plane strain conditions was found by 
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We determined the dynamic fracture toughness (KId) by the results of impact tests [31, 
49,52] and by the crack arrest upon testing (KIa), [31,39,49]. More details of the experi-
mental procedures can be found in the respective works referenced herein. 

The studied materials were different heat-resistant steels (15Kh2MFA, 15Kh2MFAA, 
15NMFA, 10KhMFT), used for manufacturing high pressure vessels, including those for 
nuclear reactors, subjected to various heat treatment conditions. Chemical analysis and 
heat treatment conditions for these steels are given elsewhere [30,37,38,40,49,50]. Also, 
our studies included high strength chrome-molybdenum steels [39], the ductile austenitic 
steel 08Kh18N10TN [35], and titanium alloys [53,54]. 

Mechanical properties of considered materials are summarized in Table 1. 
Heat-resistant steel No. 2 has been subjected to a special heat treatment to simulate 

radiation embrittlement. 
Steels referred as 1, 3, 5–7, which embrittle with decreasing temperature, were tested 

at low temperatures. Table 1 also lists the values of the ratio between ultimate strength σu 

and yield stress σ0.2 for the tested materials. This ratio represents the plasticity margin and 
at the same time, the material’s tendency to cyclic hardening or softening as follows from 
the reported findings [32,49,50,55]. The materials exhibited σu/σ0.2 < 1.2, qualifying as 
cyclically softening materials. 

It is evident that heat resistant steels, referred as 1–3, 5, and chrome-molybdenum 
steels, referred as 6, 7, fall into the category of cyclically softening materials. Austenitic 
steel 8 qualifies as a cyclically hardening material, while titanium alloys, referred as 9 
and 10, and heat resistant steel 4, are among cyclically stable materials. Steel 2, which 
was subjected to a special heat treatment, and high strength steels, referred as 6 and 7, 
exhibit the smallest plasticity margin. As a rule, this characteristic drops with decreasing 
test temperature. 

Correlation between fracture toughness characteristics under static and cyclic loading, 
Table 2, gives the values of the stress intensity factor, calculated from maximum load, 
KQ

max, as a fracture toughness characteristic for considered materials. This characteristic 
is best comparable to the fatigue fracture toughness Kfc, determined from the maximum 
load in a cycle. In the case where plane strain conditions are fulfilled, we have KQ

max ≅ KIc. 
In the present work, we used the symbols KQ

max and Kfc, whether or not the plane strain 
conditions in fracture were fulfilled. The fulfilment of these conditions was specified 
separately for each particular case. Table 2 gives also the values of stress intensity 
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factors, which correspond to the onset of jump-like fatigue crack propagation, Kfc
1, and 

dynamic fracture toughness, KId. The sign “+” indicates that during the determination of 
static fracture toughness, plane strain conditions were attained. 

Table 1. Mechanical properties of the materials under study 
T σ0.2 σu σu/σ0.2 δ ψ No Material 
K MPa MPa  % % 

1 Steel 15Kh2MFA (I) 

77 
183 
213 
243 
293 
623 

1041 
696 
674 
647 
584 
545 

1115 
805 
783 
752 
700 
611 

1.070 
1.160 
1.130 
1.160 
1.200 
1.120 

18.6 
24.1 
23.0 
20.4 
21.0 
14.7 

31.1 
72.1 
72.8 
74.2 
74.6 
70.3 

2 Steel 15Kh2MFA (II) 

77 
183 
293 
373 
473 
623 

1440 
1160 
1100 
1040 
956 
880 

1590 
1250 
1157 
1109 
1016 
970 

1.104 
1.080 
1.050 
1.066 
1.062 
1.102 

3.1 
14.2 
16.6 
15.7 
15.6 
15.2 

2.9 
54.0 
67.2 
65.8 
67.4 
65.2 

3 Steel 15KhMFAA 

123 
183 
243 
293 

923 
689 
616 
554 

926 
761 
718 
650 

1.003 
1.104 
1.165 
1.173 

18.2 
22.4 
21.9 
19.9 

54.8 
60.4 
75.1 
77.4 

4 Steel 10KhMFT 293 422 622 1.470 21.9 73.1 

5 Steel 15Kh2NMFA 

77 
183 
213 
243 
293 
623 

1077 
697 
658 
657 
593 
503 

1111 
790 
766 
756 
707 
569 

1.030 
1.130 
1.164 
1.150 
1.192 
1.130 

12.5 
23.5 
21.0 
18.2 
19.6 
13.4 

17.1 
66.6 
68.0 
66.3 
69.5 
69.2 

6 Chrome-Molybdenum 
Steel (I) 

77 
153 
183 
213 
243 
293 
623 

1219 
993 
964 
920 
904 
855 
719 

1250 
1031 
1004 
970 
943 
902 
791 

1.025 
1.038 
1.041 
1.054 
1.043 
1.055 
1.100 

21.2 
19.7 
20.7 
20.8 
19.9 
20.3 
13.6 

54.1 
68.4 
68.1 
69.1 
69.7 
71.5 
58.8 

7 Chrome-Molybdenum 
Steel (II) 

4.2 
77 

123 
158 
213 
293 
623 

1725 
1502 
1364 
1286 
1235 
1161 
959 

1812 
1519 
1377 
1318 
1259 
1191 
1031 

1.050 
1.010 
1.009 
1.025 
1.019 
1.025 
1.075 

– 
15.8 
12.4 
15.0 
16.7 
16.2 
13.8 

– 
49.8 
55.8 
59.5 
63.3 
62.2 
58.9 

8 Steel 08Kh18N10TN 293 272.4 555.7 2.040 54.0 67.8 

9 Titanium Alloy  
(Ti-6A1-4V) 293 847 958 1.130 10.7 30.3 

10 Titanium Alloy  
(Ti-2A1-1.5V) 293 622 740 1.190 – 42.4 

T – test temperature; σ0.2 – yield stress; σu – ultimate tensile strength; 
δ – elongation; ψ – contraction 
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Table 2. Fracture toughness characteristics 

T KQ
max(KIc) Kfc Kfc/KQ

max PSC Kfc
1 KId Kfc/KINo Material 

K MPa√m MPa√m –  MPa√m MPa√m – 

1 Steel 15Kh2MFA (I) 

93
123
183
213
243
293
623

57.0 
61.0 
78.0 
127.0 
138.0 
137.0 

– 

– 
42.0 
39.2 
57.2 

113.0 
121.0 
121.0 

– 
0.69 
0.50 
0.45 
0.82 
0.88 

– 

+ 
+ 
+ 
– 
– 
– 
– 

– 
– 

34.0 
40.0 
90.0 

– 
– 

– 
– 

60.0 
68.0 

113.0 
122.0 

– 

– 
– 

0.65 
0.84 
1.00 
0.99 

– 

2 Steel 15Kh2MFA (II)

77
293
363
393
433
473
623

54.0 
68.0 

– 
103.0 
185.0 
254.0 
178.0 

– 
40.0 
41.0 
58.0 

157.0 
150.0 
126.0 

– 
0.59 

– 
0.56 
0.85 
0.59 
0.71 

+ 
+ 
+ 
+ 
– 
– 
– 

– 
27.1 
29.1 
49.0 

– 
– 
– 

– 
48.0 

– 
– 
– 
– 
– 

– 
0.83 

– 
– 
– 
– 
– 

3 Steel 15KhMFAA 

123
183
243
293

40.6 
55.7 
146.0 
149.0 

33.7 
45.4 

115.0 
120.0 

0.83 
0.81 
0.78 
0.80 

+ 
+ 
– 
– 

28.5 
38.6 

– 
– 

– 
– 
– 
– 

– 
– 
– 
– 

4 Steel 10KhMFT 293 61.3 62.0 1.01 – – – – 

5 Steel 15Kh2NMFA 

183
213
243
293

63.1 
110.7 
106.0 
129.4 

40.4 
60.3 
72.4 

129.4 

0.64 
0.54 
0.68 
1.00 

+ 
– 
– 
– 

37.9 
50.3 

– 
– 

54.0 
68.0 
86.0 

117.0 

0.75 
0.89 
0.84 
1.10 

6 Chrome–Molybdenum 
Steel (I) 

77
123
153
183
293

68.9 
80.0 
146.9 
149.2 
129.7 

– 
60.3 
80.2 

– 
– 

– 
0.75 
0.54 

– 
– 

+ 
+ 
– 
– 
– 

– 
48.0 

– 
– 
– 

67.3* 
71.8* 
75.6* 

– 
– 

– 
0.83 
1.06 

– 
– 

7 Chrome–Molybdenum 
Steel (II) 

77
123
153
183
213
293

49.5 
55.1 
79.2 
112.7 
144.0 
146.7 

– 
41.4 
60.5 

– 
– 
– 

– 
0.75 
0.76 

– 
– 
– 

+ 
+ 
+ 
+ 
– 
– 

– 
36.0 

– 
– 
– 
– 

46.4* 
46.2* 
71.0* 

– 
– 
– 

– 
0.90 
0.85 

– 
– 
– 

8 Steel 08Kh18N10TN 293 101.8 104.2 1.03 – – – – 

9 Titanium Alloy 
(Ti–6A1–4V) 

293 119.0 106.0 0.89 – – – – 

10 Titanium Alloy 
(Ti–2A1–1.5V) 

293 134.0 102.0 0.76 – – – – 

KQ
max – stress intensity factor for maximum load; Kfc

1 –stress intensity factor for jump-like 
fatigue crack propagation; T – test temperature; Kfc – fatigue fracture toughness; KId – dyna-
mic fracture toughness, PSC – plane strain conditions according to criterion (2). Asterisks 
indicate fracture toughness values obtained at crack arrest. 

The results given here were obtained in testing 25 mm thick specimens with the stress 
ratio in a cycle R = 0.1. 

When analyzing experimental findings, one should take into account the probability 
that there may be some difference in the properties, including fracture toughness, of the 



 

same steels. This can be attributed to the fact that the test samples had to been taken from 
various batches and might slightly differ in properties. 

Figure 2 compares the static and a fatigue fracture toughness characteristic of the 
considered materials, shown in coordinates Kfc/KQ

max–KQ
max. This figure presents more 

data than Table 2 because we additionally used the results for specimens: of various sizes 
[30,35,37]; tested at various stress ratios [29,33,35,40]; for plastically prestrained speci-
mens [41-43]; specimens of titanium alloy with different content of nitrogen and oxygen 
impurities [53]; and specimens of steel 20L after various service periods [56]. The results 
of investigation of the influence of these factors on fatigue fracture toughness will be 
discussed in the next report. 

 
Figure 2. Comparison between fracture toughness characteristics under static and 
cyclic loading: (1) heat resistant steels; (2) chrome–molybdenum steels; (3) titanium 
alloys; (4) austenitic steel; (5) 20L steel. (Open and solid symbols indicate 
fulfilment or non-fulfilment of plane strain conditions, respectively; half-solid 
symbols correspond to the case where plane strain conditions were fulfilled in the 
Kfc determination and not fulfilled in the KQ

max determination.) 

Based on presented results (Fig. 2), we can conclude that fatigue fracture toughness of 
some steels may be considerably lower (up to 60%) than static fracture toughness. One 
should take this into account when estimating the limiting state of components with 
fatigue cracks. 

The most significant decrease in fatigue fracture toughness is observed when final 
fracture of a specimen under cyclic loading occurs under plane strain conditions, irrespec-
tive of whether these conditions are attained by heat treatment of the material or by 
lowering the test temperature. Such considerable decrease of this characteristic takes 
place when plane strain conditions are fulfilled; in this case, the fracture toughness 
characteristics remain high. 

All of the materials studied in the presented work, which exhibited a significant 
decrease in fatigue fracture toughness as compared with the static one, fall into the 
category of high strength cyclically softening steels, that are often used for manufacturing 
heavy duty components, designed for service under variable loading. 

Distinctive features of deformation at the crack tip in cyclically softening steels [28] 
reveal that under cyclic loading in plane strain conditions, these steels exhibit an intensive 
localization of strains at the crack tip and a fracture mechanism changeover from slip 
bands shear to cleavage in the plane – perpendicular to the applied force. 
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In case of ductile fracture, the fatigue fracture toughness characteristics, which can be 
considered merely as conditional ones in this case, are equal to, or somewhat lower than 
static fracture toughness characteristics. Similar results were also reported by other scien-
tists [49,50] for metals and alloys in a plastic state which, in most cases, belong to the 
category of cyclically hardening and cyclically stable materials. 

The considerable scatter of experimental data can be attributed to high sensitivity of 
studied characteristics to the microstructure and properties of the material. 

In view of results given in Fig. 2, the relationship between cyclic and static fracture 
toughness characteristics can be described as 

max max
fc Q QK K bK= −  (4) 

where b is the parameter representing the intensity of a decrease in fatigue fracture tough-
ness with increasing KQ

max. According to the results (Fig. 2), the mean value of b is about 
(4–5)⋅10-3 in case of plane strain fracture and about 1⋅10-3 in ductile fracture. 

2. SPECIAL FEATURES OF THE TRANSITION FROM STABLE TO 
UNSTABLE FATIGUE CRACK PROPAGATION 

Final fracture of a specimen with a fatigue crack may be preceded by brittle crack 
jumps [10,11,23,27]. Data from Table 2 show that jump-like crack propagation is observ-
ed in plane strain conditions or close to them. Stress intensity factor values of jump-like 
fatigue crack propagation Kfc

1 can be much lower than Kfc or KQ
max. 

It was demonstrated [27,31,33] that brittle crack jumps are possible only if the stress 
intensity factor exceeds a certain value, that is typical for considered material. These 
values of the stress intensity factor are taken as Kfc. 

Figure 3 compares Kfc
1 and Kfc values for studied materials. It is evident that Kfc

1 is 
approximately 20% lower than Kfc, and scattering of results is relatively small. It was 
found [46] that scatter in fatigue fracture toughness characteristics is considerably smaller 
than that in static fracture toughness characteristics. It follows from Fig. 3 that Kfc

1 can be 
predicted by the properly corrected relationship (4). In view of this, Kfc

1 can be consider-
ed as a characteristic, which governs the transition from stable to unstable fatigue crack 
propagation [11,27]. 

 
Figure 3. Comparison of Kfc

1 and Kfc for heat resistant (1) and 
chrome–molybdenum (2) steels 
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Figure 4 shows fatigue crack growth rate in coordinates da/dN–Kmax for heat resistant 
steels at room temperature and various stress ratios in a cycle R = Kmin/Kmax [33]. As it is 



 

evident from Fig. 4 and Table 2, the first of these steels undergoes ductile fracture at 
room temperature, while the second one, which was specially heat treated, exhibits frac-
ture under plane strain conditions. Specimens of steel 15Kh2MFA (I) fail completely at 
the first crack jump, whereas the final fracture of specimens of steel 15Kh2MFA (II) is 
preceded by several crack jumps. 

 
Figure 4. Fatigue crack growth rate vs. Kmax for steels 15Kh2MFA (I) (a), 
and 15Kh2MFA (II) (b), at various cycle stress ratios. Symbols with 
arrows indicate onset of unstable (jump-like) fatigue crack propagation. 

An increase in the stress ratio has an insignificant effect on Kfc
1 for both steels under 

study, but it leads to a considerable decrease in critical fatigue crack growth rate, whereby 
the transition from stable to unstable fatigue crack propagation occurs. In this context, at 
high stress ratios the risk of sudden brittle fracture of materials, similar to the embrittled 
steel 15Kh2MFA (II), rises dramatically because the process of unstable jump-like 
fatigue crack propagation can start in the near-threshold region immediately after crack 
initiation, and in this case, the crack size will be very small when the limiting state is 
reached. 

Figure 5 shows a detailed illustration of the pattern of fatigue crack propagation in 
steel 15Kh2NMFA at 183 K, which precedes the final fracture of a specimen [27]. 

 
Figure 5. Fatigue crack growth kinetics for 15Kh2NMFA 

steel at 183 K; 1–8 crack jump number 
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The mechanism of unstable fatigue crack propagation in the embrittled heat resistant 
steel 2 (Table 1) at room temperature, considering the influence of the stress ratio and 
specimen dimensions, has been studied comprehensively, [37]. 

Figure 6 (a,b,c) shows dependences of the number of cycles in-between crack jumps, 
∆Ni, the size of a brittle crack jump, ∆ac

i, and the dimensions of stable crack increment 
zones between jumps, ∆ai, on the stress intensity factor Kfc

i. Figure 6 (d) shows ∆Ni as a 
function of (1 – R)Kfc

i. The dashed line in Fig. 6b represents the dependence of the plastic 
zone size 2ry, as calculated by formula (3), on the respective stress intensity factors. 

 
Figure 6. The functions ∆Ni – Kfc

i (a), ∆ac
i – Kfc

i (b), ∆ai – Kfc
i (c), ∆Ni – (1 – R)Kfc

i (d) 
for steel 15Kh2MFA (II), specimen thickness 25 mm (1, 3, 5) and 150 mm (2, 4, 6). 

(1, 2) R = 0.1; (3, 4) R = 0.35; (5, 6) R = 0.75 

It is evident that the dimensions of brittle jumps and of stable crack propagation zones 
between such jumps are independent of the stress ratio and specimen size, and are unique-
ly determined by Kfc

i, i.e., by the maximum value of the stress intensity factor in a cycle 
wherein these jumps occur. At the same time, the number of cycles of stable crack propa-
gation between jumps is determined by the stress intensity factor range ∆Kfc

i = (1 – R)Kfc
i 

(Fig. 6d). The dimensions of brittle jumps appreciably exceed the plastic zone size as 
calculated by formula (3). 

Figure 7 compares the values of ∆ac and 2ry calculated by formula (3) for chrome–
molybdenum steels 6 and 7. In this case, the ∆ac value is also much higher than 2ry [39]. 
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It is demonstrated [31,49,50] that better agreement between the calculated and experi-
mental data can be achieved if the cyclic proportionality limit σp

c is used instead of yield 
stress σ0.2 in formula (3). For cyclically softening materials, i.e., the category to which 
most of the materials under consideration belong to, this characteristic is substantially 
lower than yield stress σ0.2. 



 

In such a case, the value of 2ry = ac determines the size of the crack-tip zone, damaged 
in cyclic loading. The characteristics that govern the elastic–inelastic transition of materi-
al deformation behaviour under static and cyclic loading are compared in [32,49,50]. In 
view of the aforesaid, the function ac

i = f(Kfc
i) for plane strain conditions can be written as 
2

1
3

i
fci

c c
p

K
a

π σ

⎛ ⎞
⎜ ⎟=
⎜ ⎟
⎝ ⎠

 (5) 

The calculation of ac
i for steel 2, performed [37] using an experimental value of σp

c for 
this steel, revealed good agreement between calculated (“+” signs in Fig. 6b) and experi-
mental data. The crack growth rate during crack jumps was studied using acoustic emis-
sion [36]. It was found that this characteristic reaches high values and can differ essential-
ly for various materials. 

Figure 8 shows the mean crack growth rate during a brittle jump, Vcr, as a function of 
jump length, ∆ac, for heat resistant steels 2 (at 293 K) and 5 (at 183 K). 

In [11,26,31] attempts were made to construct a model of transition from stable to 
unstable fatigue crack propagation. The model proposed in [26,31] is based on the follow-
ing assumptions: 
• a material at the crack tip is damaged under cyclic loading and the value Kfc

i decreases 
with increasing number of loading cycles; 

• local fracture (jump) at the crack tip does not lead to complete fracture of a specimen if 
the fracture toughness of the material outside the damage zone (considering crack 
growth rate during crack jumps) is higher than the value of the stress intensity factor in 
the crack as it leaves the damage zone; 

• if the stress intensity factor in the crack, leaving the damaged zone, is higher than the 
fracture toughness of the material outside this zone, final fracture will occur. 

  
Figure 7. Relationship between 2ry and ∆ac for 
chrome–molybdenum steels No. 6 at 123 K (1), 
No. 7 at 123 K (2), and 153 K (3). (Open and solid 
symbols correspond to crack jump inside a speci-
men and a crack reaching the side surfaces, in 
respect; symbols with arrows correspond to final 
fracture of specimen.) 

Figure 8. Dependence of mean crack 
growth rate during a jump on the jump 
length for steels 15Kh2MFA (II) (1) 
and 15Kh2NMFA (2) 
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Figure 9 presents a scheme of the transition from stable to unstable fatigue crack 
propagation, which corresponds to the considerations above. In this figure, KQ

max is the 
static fracture toughness of an intact material; KD is the fracture toughness of the material 
as the crack leaves the damaged zone allowing for crack growth rate. The value of KD can 
differ from that of KQ

max due to both the influence of crack growth rate and the change in 
properties of the material outside the local damaged zone, which occurs in the course of 
cyclic loading. 

According to results given in Fig. 6d, the function N = f(Kfc
i), relating the number of 

loading cycles, prior to crack jump, to the stress intensity factor, can be presented as 

(1 )
ni

fcN A R K⎡ ⎤= −⎣ ⎦  (6) 

where A and n are constants. 
When the function N = f(Kfc

i) corresponds to curve 1 in Fig. 9, the material will fail at 
the first crack jump, but when this function corresponds to curve 2, final fracture will be 
preceded by several crack jumps. In this case, the fatigue fracture toughness Kfc will fit 
the stress intensity factor value, which occurs at the last crack jump. 

According to the scheme shown in Fig. 9, the quantity Kfc will be close to (somewhat 
below) KD. If the difference between KQ

max and KD depends mainly on crack growth rate 
and fracture toughness in dynamic loading is lower than in static loading, then the fatigue 
fracture toughness Kfc is likely to be close to the dynamic fracture toughness KId of the 
material. 

Figure 10 compares fracture toughness characteristics of heat resistant and chrome–
molybdenum steels under cyclic and dynamic loading. One can see a good correlation 
between Kfc and KId. This suggests that fatigue fracture toughness characteristics of 
materials, similar in properties to those studied herein, can be judged from dynamic frac-
ture toughness characteristics and vice versa. Based on the model formulated above, other 
possible cases of the relationship between fracture toughness characteristics under static, 
dynamic, and cyclic loading have been discussed in [26,31]. 

  
Figure 9. Schematic representation of un-
stable fatigue crack growth. (Points A and 
B correspond to crack jumps.) 

Figure 10. Comparison between fracture 
toughness characteristics of heat resistant 
(1) and chrome–molybdenum (2) steels 
under dynamic and cyclic loading 
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CONCLUSIONS 

We have demonstrated that fatigue fracture toughness characteristics of steels in an 
embrittled state due to prior heat treatment or low test temperature can be considerably 
lower than static fracture toughness characteristics. This finding should be taken into 
account when formulating the limiting state conditions for cracked components. 

The conditions for a transition from stable to unstable crack propagation have been 
studied in view of the influence of: test temperature, stress ratio in a cycle, and specimen 
dimensions. A model of unstable fatigue crack propagation and final fracture under cyclic 
loading has been substantiated. 
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FRACTURE TRANSFERABILITY PROBLEMS AND MESOFRACTURE 

Guy Pluvinage, Laboratoire de Fiabilité Mécanique, ENIM-Université de Metz, France 

INTRODUCTION 

Scale effects were first mentioned by Leonardo da Vinci (1452-1519), who performed 
tensile tests in the following manner: a bucket was suspended from a beam on an iron 
wire (thread) the length of two “brasses” (3.248 m), Fig. 1. Fine sand flowing from a 
hopper filled this bucket through a narrow gap. When the total weight of sand plus the 
bucket overcame the load resistance of the iron thread, failure occurred and the bucket 
fell into a soil hole. 

 
Figure 1. Description of device used by Leonardo daVinci 

for tensile tests on iron threads 

The total weight and place of fracture were noted. The experiment was repeated with 
iron threads of decreasing length (one whole brasses length, half a length, quarter of 
length, etc…). Leonardo da Vinci noticed that fracture load increased with decreasing 
thread length and was the first who mentioned the phenomenon of scale effect, but 
provided no explanation. 

Scale effects are one of the aspects of general problems of transferability. This word 
includes all the influence on mechanical properties, such as fracture toughness and frac-
ture strength, of geometrical and mechanical parameters. More precisely, these para-
meters are generally, the size, width, ligament size, constraint, and notch effects. The 
main consequence of these effects is the fact that mechanical properties cannot be consid-
ered as intrinsic to material but depend on applied conditions. Consequently, the use of 
results obtained on small laboratory specimens to large structures remains problematic. 
This is a problem for engineering use, because it seems not appropriate to apply “one 
parameter” corrected eventually with empirical formulae. 
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This lecture presents the effects of size, ligament size, and notch radius on fracture 
toughness and fracture resistance, and the state of the art of scaling laws proposed in 
literature for overcoming these effects. 

One promising way to take into account globally all these effects is mesofracture. This 
approach, as a developing part of mesomechanics is based on two principles: (a) fracture 
is basically a non-local approach; (b) stress gradient plays an essential role in the real 
state of stress. Consideration of transferability problem with a non-local approach requires 
defining an average value in a “mesovolume,” called the fracture process volume. A 
particular method called the “volumetric method” is described. This concept, relatively 
new, supposes that the mechanical state of a structure can be examined in an individual 
specific volume, having a size greater than the microstructure unit and less than the size 
of the structure (meso = between). The stress state in each “mesovolume” depends on the 
stress state of adjacent volumes. All the theories emanating from material science and 
engineering developed in the last 30 years consist mainly of methods “micro/macro” and 
lead to mechanical properties that are intrinsic to the material and result from microstruc-
tural organisation. The mesovolume can be considered as the independent scale operator 
and can be the link between nano- and microstructures. 

Transferability problems attracted new interest with development of nanostructure 
materials. Nanomaterials offer important possibilities for specific applications and modi-
fied the principles of material choice and design. In addition to amazing magnetic and 
optic properties, these materials exhibit a broad range of extraordinary mechanical 
properties such as superplasticity at low temperature, ultra high hardness and abrasive-
ness, high tensile and compressive strength, significant fracture and fatigue resistance. 

The achieved development of such interesting materials has positioned the crucial 
question why mechanical properties are so different from the macro or micro level to 
nanometre dimensions. This problem, like the more general problem of scale effect, is not 
solved yet and represents a serious challenge to the development of nanomaterials and 
general knowledge in material sciences. 

Large potential application is expected by the development of bi-materials. Multi- 
functional materials are based on the concept of enhanced bulk properties, or barrier and 
surface characteristics for higher performance. This is a typical example where the 
elementary volume is an addition of different materials or different macrostructures, and 
interactions will be in this case of major importance. 

1. PHENOMELOGICAL ASPECTS OF SIZE EFFECTS 

Phenomenological aspects of size effect will be presented on smooth and cracked 
specimens. For smooth specimens, they are studied according to the loading mode 
(tension, bending, torsion, and internal pressure). For cracked and notched specimens, the 
presentation is divided into brittle and ductile fracture. 

1.1. Scale effects on yield stress for smooth specimens 
1.1.1. Scale effects in tension 

Richards [1] has performed a series of tests on smooth specimens of mild steel C 1020 
with three diameters (3.175 mm, 12.7 mm, and 31.75 mm). He has plotted experimental 
results as upper yield stress versus volume, and found a strong scale effect associated 
with an increasing scatter for small specimens (Fig. 2). Analysing the results by the 
Weibull weakest link theory, he has found that yield stress σy is a power function of 
specimen volume, 
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where C1 is a constant, V is specimen volume, 58 corresponds to Weibull modulus value. 
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Figure 2. Scale effect in tension, experiments of Richards [1], explained by Weibull theory 

1.1.2. Scale effects in bending 
Richards [1] also performed a series of four point bending tests on a beam of mild 

steel C 1020. Beams of rectangular section had height W varying from 4.0 to 25.4 mm 
(scale factor 6.35). In these tests, span Se, thickness B and the distance between upper and 
lower actions e, are proportional to the height (Se = 11.6W, B = 0.5W, and e = 2.9W). 
Decreasing of yield stress in bending with scale factor is presented in Fig. 3. 
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Figure 3. Scale effects in bending, experiments of Richards [1] 
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1.1.3. Scale effects in torsion 
Morrison [2] made torsion tests on a cylindrical steel specimen with a diameter 

ranging from 2.56 to 25.4 mm (scale factor 9.83). Experimental results, presented as the 
ratio of yield stress in torsion and in tension vs. diameter (Fig. 4), exhibited a strong 
decrease. Malmberg [3] has explained this effect by volumetric method. He assumed that 
plastification occurs only when yield stress is reached in a layer of critical thickness. 

Plasticity criterion can be written as: 
1 2

ef

r

y
r def

rdr
A

π τ
−

≤∫  (2) 

where r is the specimen radius and τy is the shear yield stress (τy = σy/√3 according to von 
Mises; τy = σy/2 according to Tresca) and Aef the surface layer of thickness def. 

By integrating Eq. (2) one can get 
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The apparent shear yield stress τmax is given by 
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with a* = Aef /πr2. Relation between shearing and tensile yield stress produces: 
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Figure 4. Scale effects in torsion, experiments performed by Morrison [2] 



Using results from Morrison, Malmberg computed values of Aef and def (Table 1). 
Table 1. Values of Aef and def computed by Malmberg from Morrison’s results

 Aef (mm2) def (mm) 
Von Mises 1.3·10-3 15·10-2

Tresca 4.2·10-3 56·10-3

 

1.1.4. Scale effects on tube submitted to internal pressure 
Cook [4] has studied scale effect on yield stress of pipe under internal pressure. He 

used three types of mild steels (designated A, B and C) and pipes of 6 different diameters. 
Ratio of external and internal diameter was kept constant and equal to 3. Assuming that 
there is no scale effect in tension he has plotted pressure at yield stress over tensile yield 
stress versus internal pipe diameter. Noticeable scale effect Cook has attributed to the 
existence of a critical layer, in which plasticity occurs when yield stress is overcome. 

 
Figure 5. Scale effects in cylinder exposed to internal pressure, experiments by Cook [4] 

1.2. Scale effect on fracture stress of smooth specimens 

Chechulin [5] has made tests on 7 different Soviet steels with cylindrical specimens of 
diameters 1.5; 3; 6; 15 and 20 mm. He has found size effects on ultimate strength and 
fracture strain, but the size effect on the relative fracture area reduction Ψ  is more pro-
nounced (Fig. 6). 

 
Figure 6. Scale effect on ductile fracture area. Experiments by Chechulin [5] 
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Matic, Kirby and Jolles [6] have noticed that necking at plastic instability is of similar 
geometrical evolution. If Ls is the length of the specimen necking and D the diameter, the 
following relationship can be established: 

2
sL

C
D

=  (6) 

where C2 is a constant. 
If L is the current length of the specimen, the elongation is given by: 

( )f s sL L L L Lε ε ε∆ = = − + s   
where Ls is the length at necking, εs is the stress at necking and εf is the fracture strain. 
Rearranged, this equation obtains the form: 

( )f s f
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L
L

ε ε ε ε= − −  (7) 

1 ( )f s f
s
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L

ε ε ε ε= − −  (8) 

1 2
Sc c

L
ε = −  (9) 

with c1 = εf, and c2 = C2√4/π(εs – εf). 
The fact that it is necessary to keep for different specimens the ratio √S/L constant has 

been introduced in some standards. 

1.3. Scale effects for cracked or notched specimens 

1.3.1. Scale effects for brittle fracture 
Sinclair and Chambers [7] performed fracture tests on brittle materials in plane strain 

conditions (Fig. 7) and on ductile materials in plane stress conditions (Fig. 8) and found 
that the classical linear elastic fracture mechanics cannot predict fracture stress and is too 
conservative. 
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Figure 7. Scale effects on brittle fracture in plane strain. 

Experiments by Sinclair and Chambers [7] 
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Figure 8. Scale effects on ductile fracture in plane stress. 

Experiments by Sinclair and Chambers [7] 

Let us consider two specimens geometrically identical: the smaller is the model “m”, 
and the larger is the prototype “p”. The ratio of their geometrical dimensions, including 
crack length is equal to the scale factor λ. 

The fracture toughness KIc is given in each case by 

I , ( )m
c g cK a Fσσ π= a W  and I , ( )p

c g cK a F aσσ πλ λ λ= W  (10) 

where σg,c
m and σg,c

p are the critical gross stress for model and prototype, respectively, a 
is the crack length and Fσ is a geometrical function. 

Assuming that fracture toughness is an intrinsic property of the material, the ratio of 
critical gross stress is given by the following scaling law: 
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m
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σ
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σ
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Similarly the scaling law based on critical strain is given by 
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p
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ε
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For ductile materials the stress–strain behaviour is describe by Ramberg–Osgood law: 
N

e
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RK
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σ σε
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 (13) 

where Re is yield stress, N is the strain hardening exponent, and K′  constant. 
Hutchinson [8], and Rice and Rosengreen [9] have proposed for this behaviour the 

following expression for stress and strain distribution: 
1

1
I ( )N

ij ijr Kσ σ
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+= θ  (14) 
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where εij(θ) and σij(θ) are angular functions and KI is the stress intensity factor. These 
relationships lead to following scaling laws: 
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1.3.2. Scale effects for ductile fracture 
Carassou et al. [10] have tested different notched tensile specimens of carbon–manga-

nese steel at temperature 100°C, which exhibited failure in a ductile manner. They found 
a pronounced scale effect on fracture strain (Fig. 9). 

Assuming the growth of cavities which are one of the ductile fracture mechanisms: 
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and that fracture occurs at instability: 
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they computed the failure probability of elementary volume using Weibull Theory. 

 
Figure 9. Scale effects on ductile fracture strain. Experiments by Carassou et al. [10] 

1.4. Scale effects on ductile tearing 

Devaux et al. [11] have performed tests on axisymmetric and CT specimens produced 
of steel A 508 Cl 3. Axisymmetric specimens have 3 diameters (5, 30 and 50 mm) with a 
precrack proportional to the diameter. Two thickness values (25 and 50 mm) of CT speci-
mens were used. The J–∆a curves are drawn, and are close to each other. However, the 
J0.2 value is smaller for smaller specimens and maximum critical opening displacement is 
greater for the larger specimen. 
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1.5. Scale effect on ductile to brittle transition 

Malmberg et al. [3] have assumed that two failure modes are possible for a cracked 
specimen: 
• plastic instability, which occurs under load Finst 
• rapid crack propagation at load Fcrack. 

For plastic instability no scale effect is taken into account and 
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m
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σ
σ

=  (20) 

where σinst has superscripts for the model “m” and the prototype “p”, respectively. 
In non-linear fracture mechanics the scaling law for the critical stress σcrack is: 
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where n is the strain hardening exponent. The transition of failure mode can be consid-
ered using the ratio 
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Brittle to ductile transition can be described by the so-called brittleness number β: 

( )3 2 2 2

3
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where α′, α″ and α′″ are parameters characterizing structure geometry D, a term repre-
senting structure size, and σy is the yield stress. The brittleness number can be rewritten: 
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where cf is a term proportional to plastic zone 
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σ
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2. PROBABILISTIC APPROACH OF SIZE EFFECT 

2.1. Probabilistic approach based on Weibull theory  

This probabilistic approach is based on the weakest link theory of Weibull. From this 
theory, the fracture probability is given by 

( , ) 1 exp
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VP V c
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σσ
σ
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 (25) 

where c is an integration constant, Vo is the elementary volume, and m is the Weibull 
modulus. 
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The average value of the fracture stress is given by: 
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where Γ is the symbol of the gamma function, 
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Considering two determined volumes V1 and V2, the respective average fracture 
stresses are given by the following relationship: 
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Relationship (29) represents the scaling law according to the probabilistic approach. 
In the case of a beam submitted to bending, integration of the Weibull function gives: 
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where B is the thickness of the beam, h is the height, and σb is the bending stress. It can 
be found from (30) that: 
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A similar relation can be established between torsion or another mode of loading. 
More generally we can write the Weibull scaling law: 
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 (32) 

where de is the space dimension (1–uniaxial loading, 2–plane stress), D1 and D2 are 
characteristic dimensions of the structures. 

2.2. Probabilistic approach can be based on cumulative distribution of defects 

Carpinteri [12] has proposed a defect distribution law in the following form: 

( ) 1 N
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with c = N(1 – Po)ao
N for (1 < N < ∞), and ao is a defect size greater than the average 

value. In this case the scaling law can be written as a power function of exponent αN, 
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 (34) 

where D is a characteristic dimension of the structure, Do is a normalization constant, the 
value αN = α(γ)/(N – 1)ξ , where γ is the defect angle, and ξ is an exponent function of the 
defect density. 



For an elastic-plastic material, according to the Ramberg-Osgood law, the exponent is: 
( )

( 1)( 1)N n N ξ
α γα =

+ −
  

where n is the strain hardening exponent. Carpinteri [12] has verified this scaling law 
from tests performed with four-point bending by Sabnis and Mirza [13], Fig. 10. 

 
Figure 10. Scaling law by Carpinteri, based on defect distribution [12]. 

Experiments by Sabnis and Mirza [13] 

3. FRACTAL APPROACH 

3.1. Fractal character of fracture surfaces 

Disorder character of a line, surface or volume can be characterized by the fractal 
dimension df. In Euclidian space, the length of a line is multiplied by a scale factor λ, the 
surface by λ2, and the volume by λ3. This means that in Euclidian space, the scale factor 
is elevated to the power de (de = 1 for a line, de = 2 for a surface, and de = 3 for a volume). 
In Euclidian space, the size is then given by: 

1
edY Yλ λ= ∗  (35) 

Extension in the fractal dimension leads to: 

1
fdY Yλ λ= ∗  (36) 

 
Figure11. Critical strain energy release rate versus size of element in a bi-

logarithmic graph. The fractal dimension is the slope of the curve. 
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The fractal dimension df is equal to: 
f ed dφ= +  (37) 

For a surface, df takes the value 2.5 for Brownian disorder, and 2 for Euclidian order. 
In fractal space, fracture stress has the dimension [load*length]–(2–φ). The fractal criti-

cal energy release rate has the dimensions [load*length]–(2+φ). 

3.2. Scale effect on strain energy release rate Gf

Carpinteri [14] assumed that the fractal fracture toughness Gf
* is size independent. For 

two geometrically similar specimens (model – small, and prototype – large): 
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Here, Uc,p and Uc,m are the work for fracture of the prototype and of the model, respec-
tively; Dp and Dm characteristic dimensions of model and prototype, respectively. In 
Euclidian space, the fracture toughness is 
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From the relationships (38) and (39) follows the scaling law: 
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The exponent φ equals to 0.5 for small structures and to 0 for large structures. For any 
structure size, the scaling law is given by: 
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 (41) 

where Lch is a characteristic length that controls transition from fractal to Euclidian behaviour. 
This law has been applied to experimental results from Kim et al. [15] on two types of 

concrete, of compression strength 20 MPa and 100 MPa (Fig. 12). 

 
Figure12. Multifractal scaling law of critical strain energy release rate 
of Carpinteri [14], applied to experimental results of Kim et al. [15] 
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3.3. Scaling law on fracture stress 

Similarly one can obtain a scaling law on fracture stress 
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 (42) 

Carpinteri [14] has derived a multifractal scaling law for the critical stress for any 
value of the scale factor 
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 (43) 

This scaling law has been applied on results obtained by Ferro in Fig. 13. Fracture 
stress on concrete specimens has been plotted versus ligament size. 
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Figure 13. Multifractal scaling law of critical stress by Carpinteri [14], 

applied to experimental results of Ferro 

4. ASYMPTOTIC METHOD 

Bazant [16] has developed several scaling laws based on asymptotic and energetic 
approaches. The most important scaling law referred to the critical stress that is defined 
by two asymptotic behaviours: plastic collapse without scale effects and brittle fracture 
with maximum scale effects (Fig. 14). Bazant has recently [17] proposed a scaling law for 
fracture emanating from a defect on a smooth surface, and has also proposed an universal 
scaling law able to treat the two previous cases. 

4.1. Asymptotic scaling law for critical stress of a cracked or notched structure 

For a cracked structure the complementary energy stored is 
2

* 2 ( , , )g
o efBD f

E
σ

η η ηΠ =
′

 (44) 

where Π∗ is the complementary energy; B thickness; D representative dimension; σg gross 
stress; E the Young’s modulus, E′ = E/(1 – ν2); η shape function (η = a/D, ηo = ao/D, 
ηc = ac/D, with a current initial crack length ao. Also ηc = cf /D, where cf is a dimension 
characteristic of plastic zone size width, 

o cη η η= +  (45) 
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Figure 14. Asymptotic scaling law of Bazant [16] for two asymptotic 

behaviours: plastic collapse and brittle fracture 

Fracture resistance of the material depends of the same geometrical parameters as the 
complementary energy:  

( , , )c o efR G r η η η=  (46) 
The criterion for crack propagation is given by: 
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The strain energy release rate is equal to 
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 and σg,c – the critical gross stress. 

The critical load is defined by a condition of tangency of R and G curves: 
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This condition can be rewritten as follows: 
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The solution to this problem is the value reached by the non-dimensional crack length 
η = ηm(ηo,ηc) (50) 

where ηm is the value of non-dimensional crack length at maximum load. 
The critical stress σg,c is given by: 
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If the process zone is relatively small, the function h(ηo,ηm,ηc) can be approximated 
by a Taylor series in the vicinity of the point (ηo,0): 

22
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D D
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θ θ
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 (52) 

By limiting to the linear term of the Taylor series: 

, ( ) ( )
c

g c
o f o

E G
h c h D

σ
η η

′
=

+
 (53) 

This equation can be written in the following form: 
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= , where ft represents the ultimate 

tensile strength. 
When D tends to zero, Eq. (54) shows clearly a ductile asymptote, critical stress is 

given by Cft. When D tends to infinity, Eq. (54) exhibits a brittle asymptote and fracture 
is governed by linear elastic fracture mechanics with the critical gross stress 

,
t

g c
Cfσ

β
=  (55) 

These two asymptotes intersect in point Do characterizing brittle to ductile transition. 

4.2. Scale effects with asymptotic approach for smooth specimens 

By replacing ηo = 0 in Eq. (52) and limiting the series development to the quadratic 
term, one obtains a scaling law for a smooth structure. For h(ηo,0) = h(0,0) = 0 it follows: 
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Macauley brackets have been introduced because h″(0) can be negative. Introducing 
the factor κ takes into account that the fracture process zone is more important on a 
smooth surface than at the crack tip: 

f fc cκ=  (57) 
In the case where Db/D << 1, Eq. (56) is approximated by 
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(58) 

where ϖ is an empirical constant to limit critical gross stress value when D → 0. 
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4.3. Universal scaling law with asymptotic approach 

Using the first three terms of Eq. (52), Bazant has obtained a universal scaling law: 
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volume at crack tip and fc  for a smooth surface. 

5. CONSTRAINT TRANSFERABILITY PROBLEM IN FRACTURE TOUGHNESS 

In addition to the size effect, the ligament size also influences fracture toughness. 
Figure 15 shows the influence of normalized notch length a/W (a is notch length and W is 
the width) on brittle to ductile transition, depending on temperature, as determined on 
precracked specimens of cast steel. For decreasing ligament size and increasing ratio a/W, 
the shift to higher temperatures is obvious [23]. Different master curves for nuclear waste 
container cast steel indicate clearly that transition temperature tDB is shifted to higher 
value when the ligament size increases. In the transition regime, fracture toughness 
increases with decreasing ligament size (Fig. 16). 
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Figure 15. Influence of normalized notch length a/W on brittle to ductile transition 

depending on temperature, as determined on precracked specimens of cast steel 

5.1. Constraint effect on stress distribution 

The ligament size effect on fracture toughness expressed by the critical notch stress 
intensity factor can be explained by the lost constraint. This can be evaluated by distribu-
tion of tensile crack opening stress (Fig. 17): it is shifted to lower values when the ligament 
size decreases due to stress relaxation on the front/back free boundary. First estimation of 
this effect is made using a constraint factor L, defined as the ratio of maximum to yield stress: 
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L = σmax/Re (60) 
For a crack in a small scale yielding situation, this ratio is close to 3. It decreases with 

distance, non-dimensional rσo/J, and crack length. 
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Figure 16. Influence of ligament size on fracture toughness Jc for 

nuclear waste container cast steel 
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Figure17. Distribution of tensile opening stress along the 

distance for different ligament size 

Loss of constraint has been defined in another way by Dodds et al. [18] by using the Q 
parameter. This parameter is defined as the difference between stress levels of given liga-
ment size and at referential small scale yielding (SSY), and is divided by yield stress, 

( )ssy

e
Q

R
σσ σσθ θ−

=  (61) 

Due to the shape of stress distribution, a validity condition based on stress gradient is, 
(1) (5)grad 0.1

4
Q Q

Q
−

= ≤  (62) 

where Q(1) and Q(5) are values determined at non-dimensional distances 1 and 5, in respect. 
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5.2. Transferability method for constraint effects 

Two transferability methods for constraint effect on fracture toughness obtained using 
one specimen geometry to other specimen geometry are proposed: 
• Dodds method, [18]; 
• Koppenhoefer method, [19]. 

It is necessary for Dodds’ method to compute Q value for each geometry and establish 
a relationship between Q value and fracture toughness. The relations presented in Fig. 18 
allow transferability of fracture toughness by interpolation. 

Koppenhoefer’s method is based on statistical distribution of Weibull stress σw: 
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w
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σσ
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 (63) 

Fracture toughness distribution Jc is given by the following relationship: 
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where α = 2 for small scale yielding. This leads to: 
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⎝ ⎠ ⎝ ⎠
 (65) 

Figure 19 shows effect of geometry on failure distribution. 
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Figure 18. Dependence of fracture toughness Jc 

on Q parameter, proposed by Dodds 
Figure 19. Fracture toughness probability distribu-
tion for bending (SENB) and Charpy specimens 

The Koppenhoefer method proposes to establish Weibull constraint curves depending 
on normalized toughness J/bσo for different situations and to recalculate for the same 
fracture in two operations, since Weibull’s modulus and toughness change simultaneously 
(Fig. 20). 
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Figure 20. Transferability curve for nuclear waste container 

cast steel, obtained by the Koppenhoefer method 

6. NOTCH EFFECTS ON FRACTURE TOUGHNESS 

6.1. Scaling law for notch with different opening angle 

Relationships between the applied gross stress or load and the stress intensity factor 
K*

I for a specimen having a crack (sharp notch of infinite acuity) can be found. Solutions 
can also be found for a plate in tension with a crack (sharp notch of infinite acuity) and 
for a three point bend specimen with a notch of infinite acuity (Figs. 21a and b). 

For the first case: 

*
I ( ) g

aK W F
W

α
σψ σ ⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (66) 

  
Figure 21a. Scheme for determination of stress 
intensity factor of cracked plate in tension 
(notch of infinite acuity, ρ = 0), Eq. (66) 

Figure 21b. Scheme for determination of stress 
intensity factor for cracked three point bend 
specimen (notch of infinite acuity) Eq. (68) 

Due to similarity, from the Buckingham theory, when ψ → π, α → 0, one can obtain: 
1

1 ( )
aF

W aσ
⎛ ⎞ =⎜ ⎟ −⎝ ⎠ W

 (67) 

For cracked three point bend specimen: 
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*
I 2( ) ,PL aK F

WBW σαψ ψ−
⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (68) 

where L is the span, B is the thickness, and W is the width of specimen. The geometrical 
correction function can be expressed as the product of two functions, c(ψ) and g(a/W) of 
separate parameters ψ and a/W. 

, ( )a aF c g
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⎞
⎟
⎠

 (69) 

Function c(ψ) exhibits two extreme values c(0) = 0.5 and c(π) = 1 and can be approxi-
mated by the following relationship (where β is an unknown exponent): 

1( ) 1
2

c
βψψ

π
⎡ ⎤⎛ ⎞≅ +⎢ ⎥⎜ ⎟

⎝ ⎠⎢ ⎥⎣ ⎦
 (70) 

For a notch with an opening angle Ψ, the scaling law (Fig. 22) can be written as: 
*
Iln ( , ) ( ) lnf cg K a W Wσ α= − ψ  (71) 

where g is a function of geometry; α varies from 0.5 (crack, Ψ = 0) to 0 (smooth speci-
men, Ψ = π). 
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Figure 22. Scaling law for a notch with opening angle Ψ 

6.2. Transferability problems for notch effects 

Notch radius has an important effect on fracture toughness, as presented in Fig. 23. 
The fracture toughness defined as the critical notch stress intensity factor is plotted versus 
temperature. One can notice a shift of the transition temperature when decreasing notch 
radius. The change of fracture toughness can be described by the transferability parameter 
Q* or Q. 

This transferability parameter Q* is defined according to the relationship (72), where b 
is ligament size, and α is the exponent of the pseudo singularity of the stress distribution. 
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The dependence of Q* with temperature is plotted in Fig. 24. 
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Figure 23. The effect of notch radius on transition temperature 

(nuclear waste container cast steel) 

 
Figure 24. Dependence of transferability parameter Q* with 

temperature (nuclear waste container cast steel) 

7. MESOFRACTURE 

7.1. Basis of mesofracture 

Mesofracture, a promising part of mesomechanics, is based on two principles: 
• Fracture is basically a non-local approach. 
• Stress gradient plays an essential role in the real state of stress. 

Considering the transferability problem with as a non local approach means that it is 
necessary to define an average value in a mesovolume called the fracture process volume. 
Several definitions of this fracture process volume can be found in literature. It seems that 
the size is not connected to the material microstructure but depends on geometry and on 
the loading mode. This volume is generally one order of magnitude to microstructure and 
typically a volume at mesoscale. It is considered as the high stressed region with different 
limit (for example 10% of maximum stress decrease). 

In this fracture process, volume or effective volume Vef, the effective strain or stress 
can be defined as the average of the weighted distribution. In order to take into account 
the essential role of stress gradient, stress distribution is weighted by the weight function 
φ. Following this, effective strain and stress are defined as follows: 
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where ε(s) or σ(s) are the stress or strain in one point, Vef is the effective volume, and φ a 
weight function. Several kinds of weight functions can be used and have following forms: 

(1 )rφ χ= −  (74) 

( )2re χφ =  (75) 
22
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C X
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  (“bell” function) (76) 

where r is the distance, and χ is the relative stress gradient defined as: 
1 yy

yy

d
dr
σ

χ
σ

=  (77) 

and C4 is a constant, Xef is the effective distance characteristic of the zone over which 
stress or strain is averaged. 
7.2. Volumetric method for mesofracture [20] 

It is assumed, according to the mesofracture principle that the fracture process requires 
a physical volume. This assumption is supported by the fact that fracture resistance is 
affected by loading mode, structural geometry, and the scale effect. By using the value of 
the “hot spot stress” i.e. the maximum stress value, it is not possible to explain the 
influence of these parameters on the fracture resistance. 

It is necessary to take into account the stress value and the stress gradient in all neigh-
bouring points within the fracture process volume. This volume is assumed to be quasi-
cylindrical by analogy with a notch plastic zone of similar shape. The diameter of this 
cylinder is called the “effective distance”. By computing the average value of stress 
within this zone, the fracture stress can be estimated. This leads to a local fracture stress 
criterion based on two parameters: the effective distance Xef and the effective stress σef. 
The graphical representation of this local fracture stress criterion is given in Fig. 25, 
where the stress normal to the notch plane is plotted against the distance ahead of notch. 

For the determination of Xef, the graphical procedure is used. It has been observed that 
the effective distance is related to the minimum value of the relative stress gradient χ. 

This distance corresponds to the beginning of the pseudo stress singularity. Its defini-
tion as the distance of minimum relative stress gradient is indicated in Fig. 25. 
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Charpy V notch specimens made of CrMoV steel (yield stress of 771 MPa) were 
tested statically in bending at one selected temperature in the lower shelf region. The 
tensile stress distribution at the notch was calculated using a FEM for elastic–plastic 
analysis of 2D model in plane strain conditions. The effective distance Xef was determined 
using normal stress distributions below the notch root, plotted in bi-logarithmic axes. The 
relative stress gradient (see Eq. 78), plotted on the same graph, allows to obtain an effec-
tive distance precise value (Fig. 26). For a fracture load of 131 kN, the effective distance 
was 0.380 mm. The effective stress is defined as the average of the weighted stress inside 
the fracture process zone: 



0

1 efX

ef ij
ef

dx
X

σ σ= ∫  (78) 

For this material the mean value of the effective stress is 1223 MPa, which can be 
compared to the average maximum local stress at fracture, σmax = 1310 MPa. 
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Figure 25. Schematic presentation of a local stress criterion for 

fracture emanating from notches 
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Figure 26. Notch root stress distribution at notch root together with the relative stress gradient 

versus distance from the notch tip for a fine carbide CrMoV rotor steel 

8. GRADIENT APPROACH 

Aifantis [21] proposed to modify the plastic flow rule by including the plastic strain 
Laplacian: 

( )2
, ,( )eq pl eq pl eqf cσ ε ε= − Φ − ∇ = 0  (79) 

where σeq is the von Mises equivalent stress and εpl,eq is the plastic equivalent strain, 

, ,
1 ( ) ( )pl eq pl eq
c

u x u
l

ε α ε
∞

−∞
= ∫ du+   and  u = s – x (80) 
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Assuming that εpl,eq varies slowly, εpl,eq(x + u) can be approximated by a Taylor series: 
2
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 (81) 

with ( )
1

n

i n
c

ss ds
l

µ α
∞

−∞
=

+
∫ ; α(s) is an even function; µi values are zero for odd values of i. 

By limiting Taylor series development to two terms, it reduces to: 
2

, , 2
, , 1 2( ) ( ) ( )pl eq pl eq
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∂ ∂
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 (82) 

Malmberg [22] has used a local approach based on strain gradient to explain the 
evolution of yield shearing stress in torsion: 

G Gτ rγ ϕ= =  (83) 
where: G – shearing modulus, γ – shear strain, r – specimen radius, φ – rotation angle. 

In the plastic region, plastic flow rule includes gradient terms: 
2

1 2 1 2y yc c c c
r
ϕτ τ γ γ τ ϕ= − ∇ − ∇ = − −  (84) 

where τy is the shear yield stress, and c1 and c2 are constants. The boundary between the 
elastic and plastic region is defined by: 

r = ry ;  τ = τy (85) 

, 1y ap y y
y

G r c c
r2
ϕτ ϕ τ ϕ= = − −  (86) 

where τy,ap is the apparent yield stress, and ry the radius of the elastic boundary. Apparent 
yield stress is obtained when ry = r*, where r* is the specimen radius. 

 
Figure 27. The applications of Malmberg’s model [22] to Morrison results 

The scaling law on shearing yield stress can be written as: 
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(87) 

Figure 27 shows applications of Malmberg’s model [22] to Morrison results. 

CONCLUSION 

In Table 2 the different scaling laws presented in this lecture are summarized. 
Table 2. Summary of the described scaling laws 

Scaling laws Author Formulae 

Probabilistic approach Weibull 1 22

1

de m

f f
D
D

σ σ
⎛ ⎞
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⎝ ⎠

 

Fractal approach Carpinteri [14] 1p ch
ff

L
G G

D

φ
∞ ⎛ ⎞= +⎜ ⎟
⎝ ⎠

 

Asymptotic methods Bazant [16] , 1
t

g c
Cfσ

β
=

+
 

Scaling law for notches Carpinteri [14] *
Iln ( , ) ( ) lnf cg K a W Wσ α= − ψ  

 

For transferability problems a promising way is mesofracture which assumes existence 
of an effective volume Vef. In this volume the effective strain or stress can be defined as 
the average of the weighted distribution. 

Finally in 16th century, Galileo Galilei said “from the small to the big is not so 
simple”. This sentence is always actual. 
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APPLICATION OF FRACTURE MECHANICS IN NUCLEAR INDUSTRY 

Stefan Vodenicharov, IMS-BAS, Bulgaria 

Energy resources of our planet have decreased by half since 1960. At the same time 
the continuous growth of population and development of technologies demand greater 
and greater energy consumption which leads to continuous exhausting of oil, coal, and 
natural gas resources. The only possibility to satisfy the energy needs of mankind and to 
increase its prosperity is to use nuclear energy. The dependence of the well being of man-
kind on energy consumption per capita is proved by statistical data available from USA, 
Finland, Germany, Poland, Russia, Ukraine, and some other countries. 

The reactor pressure vessel (RPV) is the main part of a nuclear power installation and 
its integrity is of crucial importance for safe exploitation of nuclear power plant (NPP). 

The WWER RPVs work under high neutron flux irradiation at pressures from 10 MPa 
to 14 МРа and temperatures from 270°C to 290°С. Aging of RPV metal is running due to 
neutron irradiation, thermal influence, corrosion, and low-cycle fatigue. The critical zones 
in WWER-440 and WWER-1000 are the shells and the welds around the core zone. 

Radiation defects are forming in the crystal lattice of RPV metal during irradiation, 
which leads to metal strengthening (increase of yield strength, ultimate strength, micro-
hardness, and hardness) and the increase in embrittlement transition temperature. For 
example, after irradiation of the RPV steel, the yield strength at 100°C increases for 
320 МРа and the ultimate strength for 360 MPa (Fig. 1). 

 
Figure 1. Increase of steel strength by irradiation 

The absorbed energy for crack propagation decreases with the increase of neutron 
fluence (Fig. 2). For example, the absorbed fracture energy for propagation of a crack to 
length 4 mm in a non-irradiated specimen is 290 kJ/m2. After neutron irradiation to 
fluence 8.1023 n/m2, the absorbed energy decreases to 220 kJ/m2 and after irradiation to 
fluence 5.1024 n/m2, down to 165 kJ/m2. 
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Figure 2. Crack growth vs. absorbed energy for different neutron fluences 

After neutron irradiation the temperature dependency of impact fracture energy of 
RPV metal is shifted to higher temperature, the transition temperature Tk increases, the 
upper shelf energy and the slope of transition zone of Charpy curve decrease (Fig. 3). 

∆Tk

 
Figure 3. The effect of neutron irradiation of RPV metal on Charpy impact energy, transition 

temperature Tk, upper shelf energy, and the slope of transition zone 

The critical temperature of embrittlement of RPV metal after neutron irradiation could 
be presented as: 

Tк = Tko + ∆T, 
where Tko is transition the temperature in non-irradiated state and ∆T is the shift of transi-
tion temperature due to neutron irradiation. 

The shift of transition temperature ∆T depends on neutron fluence F, metal composi-
tion (P, Cu, Ni), heat treatment, and irradiation temperature Tirr. 

The criterion for RPV safe operation is Тк < Ткa, where Tka is the maximum allowable 
transition temperature, determined by PTS analysis and fracture mechanics calculations. 
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Two methods are used for Tk determination: three-point bend impact testing of sur-
veillance specimens, or calculation by empirical equation. Different equations for Tk 
dependency on fluence and impurity concentration are accepted in different standards: 

Russian standard: 
∆Tk = Af⋅(F/1018)0.333 

WWER-440  Af (WM) = 800 (P% + 0.07Cu%)  
Tirr ⇒ 270°С   Af (BM) = 1100P% – 2 
WWER-1000   Af (WM) = 20 
Tirr ⇒ 290°С  Af (BM) = 23 
where: 
Af is the chemical coefficient; 
F [n/cm2] is the neutron fluence (Е > 0.5 МеV); 
P%, Cu% are concentrations of P and Cu. 

French standard RCM: 
∆T = CF⋅f 0.35

CF = [8 + (24 + 1537(P – 0.008) + 238(Cu – 0.08) + 191Ni2Cu)] 
F = F/1019 n/cm2 (Е > 1 МеV), Тirr ⇒ 290°С 

USA standard – Regulatory commission 1.99: 
Edition 1 
∆Tk = [40 + 1000(Cu% – 0.08) + 5000(P% – 0.008)](F/1019)0.5 

F [n/cm2] (Е > 1 МеV) 
Edition 2 
∆Tк = CF⋅f [ 0.28 – 0.10logf]

CF = (–10 + 470Cu% + 350Cu%Ni%) 
where: 
f = F/1019 [n/cm2] (Е > 1 МеV), Tirr ⇒ 277 – 310°С; 
Cu% ⇒ 0.01–0.04%; Ni% ⇒ 0–1.2%; Р% < 0.024%. 

The morphology of fracture surfaces of Charpy specimens tested at upper shelf tem-
perature, transition zone, and low shelf of Charpy curve is different (Fig. 4). At the upper 
shelf, the fracture surface is characterized by elements of ductile fracture. At the transi-
tion temperature, a central zone of brittle fracture appears. The relative part of brittle 
fractured zone increases with decreasing temperature. The elements of ductile fracture 
disappear completely at low shelf temperature. 

 
Figure 4. Fracture surface of Charpy specimens: ductile fracture at upper shelf (left); brittle 

fracture of central part in transition regime (middle); and brittle fracture at lower shelf (right) 
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A Surveillance program for monitoring the RPV metal embrittlement is foreseen for 
assuring safe exploitation of each power unit. This program includes irradiation of sur-
veillance specimens at conditions corresponding to RPV wall condition and periodical 
testing of irradiated specimens in order to determine the current status of RPV metal. A 
container with two surveillance specimens is demonstrated in Fig. 5. 

 
Figure 5. Container with two surveillance specimens 

In order to overcome some deficiencies of the standard Surveillance program of 
WWER-1000 RPV, a model standard assembly is manufactured in IMS (Fig. 6). The 
main tasks of the investigation are: 
– Determination of irradiation temperature on surveillance specimens. 
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– Precise determination of the neutron field on surveillance specimens. 
Charpy specimens, manufactured from 15X2HMFAA. steel, are exposed to irradiation 

in the assembly. 
Temperature monitors of low melting eutectic alloys are used for measuring the irra-

diation temperature. The set of temperature monitors covers the temperature range from 
288°C to 300°С. The monitors are inserted in a central hole drilled in the top of surveil-
lance specimens. Sets of neutron monitors of type Fe, Cu, Nb are provided for precise 



determination of neutron field in each irradiation capsule. The neutron monitor sets are 
located in the notch zone of the specimens and in the aluminium filler. 

The assembly was irradiated during one fuel cycle. The examination of temperature 
monitors showed that the irradiation temperature is lower than 302°С. The measurement 
data of neutron monitor activities proved that the accuracy of methods and programs used 
for neutron fluence estimation is better than 15 relative percents. It was established also 
that the neutron field on the standard assembly is highly inhomogeneous and the differ-
ence between fluence value on different specimens from the same assembly row reaches 
1.6 times. 

 
Figure 6. The IMS model of assembly for standard Surveillance program of WWER-1000 RPV  

The performance of reliable fracture mechanics safety analysis is necessary for 
assuring safe operation of NPP energy units. The following activities should be fulfilled 
for this purpose: 
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– Evaluation of the current status of selected critical components, systems and equipment 
of the units, taking into account the operating experience and actual accidents. 

– Systems and components analysis based on material properties, mechanical loads, 
stresses and environment. 

– Assessment of aging processes (neutron embrittlement, thermal aging, corrosion, 
fatigue, wear). 

– Optimization of inspection and on-line monitoring programmes for materials aging. 
– Definition of preventive measures, additional inspections, repair and replacement 

work. 
– Determination of the safety margin of plant operation based on actual loading and 

material properties. 
 
 



 

CORROSION AND STRESS CORROSION CRACKING 

Dragutin Dražić, Serbian Academy of Science and Arts and Centre for Electrochemistry 
Bore Jegdić, Military Technical Institute, Belgrade, Serbia and Montenegro 

INTRODUCTION 

Stress-corrosion cracking (SCC) is a phenomenon in which time-dependent crack 
growth occurs when necessary electrochemical, mechanical, and metallurgical conditions 
(Fig. 1) are fulfilled. When hydrogen is generated as a product of the corrosion reaction, 
crack growth can occur due to local hydrogen embrittlement process. Corrosion fatigue is 
a related process in which the load is cyclic rather than static, as in stress-corrosion crack-
ing. A common feature of these processes is subcritical crack growth to a size at which 
catastrophic failure occurs. A second common feature of these processes is that these 
mechanisms are localised in the crack tip region. Such processes are major cause of 
service failures. 
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SCC
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HE EAC Metallyrgical
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Mechanical
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HE SCC Static
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Cyclic
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Variations
in R and

Stepwise cracking of low-strength 
pipeline steel exposed to H2S

SCC initiation from a pit 
(front view)

SCC initiation from a pit
(cross section view)  

Figure 1. Necessary conditions for Stress Corrosion Cracking (SCC), Hydrogen 
Embrittlement (HE) and Corrosion Fatigue (CF) [1] 

Environment that cause SCC 
Environments that cause SCC are usually aqueous, and can be either condensed layers 

of moisture or bulk solutions. This failure is frequently a result of specific chemical 
species (ions) in the environment. For example, in alpha brass SCC traditionally referred 
as season cracking, is usually due from the presence of ammonia in the environment, and 
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where chloride ions cause cracking in stainless steels and aluminium alloys. Also, an 
environment causing SCC in one alloy may not cause it another one. In general, SCC is 
frequently observed in metal/environment combinations that result in the formation of a 
film on the metal surface. These films may be passivating layers, tarnish films, or 
dealloyed layers. In many cases these films reduce the rate of general or uniform 
corrosion. As a result SCC is of greatest concern in corrosion-resistant alloys exposed to 
aggressive aqueous environments (Fig. 2). 

Air 0.8% RH

Air 2.3% RH
Air 5.2% RH
Air 9.8% RH
Air 17% RH
Air 27% RH
Air 40% RH
Air 100% RH

NaCl solution

E = 520 mV
5 M KJ solution

10-2

10 -3

10 -4

10 -5

10 -6

10 -7

-810

302520151050

v 
/ m

m
 s

-1

K   / MPa m 1/2

Temperature 23°C
Alloy 7075-T651

• Humidity 
• Specific anion 
• Hot environment 

10
-8

10
-9

10
-10

-11

0.1
10

100101.0

pl
-1

v 
  /

 m
 s

Alloy 7075-T651
Temperature 23°C
Humid air

 
The environment effects by: 
• Chemical reactions (independent on potential), e. g.: 

FeO + 2Cl– + H2O = Fe2+ + 2Cl– + 2OH– (passive film destruction) 
Fe + 2H2O = Fe2+ + H2 + 2OH– (chemical dissolution) 

• Electrochemical reactions (potential dependent rates), e.g.: 
Fe = Fe2+ + 2e– (anodic dissolution–oxidation) 
2H+ +2e– = H2 (cathodic H2 evolution–reduction) 

Figure 2. Environments that can cause stress corrosion and stress corrosion cracking, 
v–crack propagation rate; KI–stress intensity factor [2] 

Initiation of SCC 
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SCC is frequently initiated at pre-existing crack-like defects or at corrosion–induced 
surface features, as pits or intergranular corrosion (Fig. 3). The pits can be formed during 
cleaning operations or exposure to the service environment, for example: at inclusions 
that disturb the homogeneity of the surface, or by breakdown of the protective film in the 
presence of halogen ions. In electrochemical terms, pits are formed when the metal poten-
tial exceeds the pitting potential. The transition between pitting and SCC depends on the 
same parameters that control the SCC, that is, the electrochemistry of the base of the pit, 
metal composition, and stress and strain rate at the base of the pit. Fracture mechanics 
implies that the structure already contains a crack or a crack-like flaw. Except for the case 
of gaseous hydrogen induced SCC all other environmentally induced SCC are at least 
initiated by electrochemical processes, while the growth of crack tips are also controlled 
by electrochemical reactions. Therefore, electrochemical processes are of great impor-



 

tance in the analysis and evaluation of the possibilities and forecasting possible stress 
corrosion and fatigue corrosion failures. 

Localized
breakdown of
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Stainless steel: fatigue crack initiated at  
the pit bottom 

    Typical fatigue crack in a copper alloy 

Figure 3. Development of a pit into a crack 

1. BASIC ELECTROCHEMISTRY OF CORROSION 

Electrochemical reactions differ from ordinary chemical reactions in that the one of 
the reactants participating in the reaction are free electrons, so that an electrochemical 
reaction is always an oxidation or reducing process, depending weather reactants are 
loosing or accepting electrons. Electrochemical reactions are usually occurring on the 
surface of metals in contact with a solution containing some ionic species (e.g. salts or 
acids) usually called electrolytes. Electronically conducting metal serves as a donor or 
acceptor of free electrons, depending on the conditions at the metal/electrolyte boundary, 
and, even more important, on the possible electric contact of metal under study with some 
other metal in the same electrolyte. Such a case is shown schematically in Fig. 4 (left 
side) and represents an electrochemical cell. In this case, this is a cell consisting of a Zn 
electrode immersed in the solution of Zn2+ ions coupled with a Pt electrode immersed in 
the solution containing H+ ions, e.g. any acid, and a porous separator. Electrochemical 
reactions occurring in such a cell are indicated in Fig. 4 as two reactions occurring 
separately at two electrodes (Eq. 1–3). Platinum as a noble metal in such a cell does not 
participate in the reaction but serves only as the free electron donor or acceptor. 

If the voltmeter, which in this case shows voltage of 0.763 V, with the negative pole at 
the Zn electrode (it is assumed that this voltmeter consumes negligible current for its 
action) and corresponds to the no-current flow equilibrium state of the electrochemical 
cell, is replaced by a current consumer, e.g. a resistor, or even bridged, the existing 
voltage drop will cause flow of electrons through the wire and bring electrons leaving Zn 
to Pt electrode, and consequently provoke reactions (1) and (2) occurring in the direction 
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from left to right. If not stopped, this process will go on until all metallic Zn is consumed. 
Basically this is what is happening when we use common zinc–metal hydride batteries, 
but also when we put a piece of zinc in acid and it dissolves in the solution by direct 
electrochemical corrosion. If we add reaction (1) to reaction (2) we obtain reaction (3) 
(Fig. 4), which represents overall processes as a single chemical reaction of the redox 
type, but the mechanism of this reaction is, as documented previously, electrochemical in 
nature, and follows the laws of electrochemical kinetics. Therefore for good understand-
ing and control of such processes the knowledge of electrochemical kinetics of all electro-
chemical processes participating in corrosion processes is necessary. 
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Figure 4. Electrochemical cell at equilibrium (no current flow) [3] 
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Since electrified ions in the electrolyte, water dipoles, and free electrons in the metal 
are electrically influenced by each other, a very thin electrochemical double layer of a 
few angstroms in thickness forms at metal/electrolyte boundaries (Fig. 4, below). The 
imaginary plane of the closest approach of hydrated ions to the metal surface is called the 
outer Helmholz plane (OHP), and between it and the metal surface the electric field has 
the strength of ca. 10 000 000 V/cm. Voltage drops at each double layer, including the 
outer voltage drop at the eventual contact of different metals in the measuring circuit, 
cumulatively form the total cell voltage accessible to measurement. 

Gibbs energies of individual electrochemical reactions differ, and according to their 
values and sign, the equilibrium of these reactions is shifted more to the left or to the 
right. Their electrochemical reactivity can be easily compared by measuring the cell 
voltages if different metals replacing Zn were used in a cell as presented in Fig. 4. When 
tabulated, these voltages form the well known Volta or electrode potential scale (Fig. 5). 
ELECTRODE POTENTIAL SCALE 
Au3+ + 3e– = Au  1.500 
O2 + 4H+ + 4e– = 2H2O 1.229 
Pd2+ + 2e– = Pd  0.987 
Hg2+ + 2e– = Hg  0.854 
Ag+ + e– = Ag  0.800 
Hg2

2+ + 2e– = 2Hg  0.789 
Cu+ + e– = Cu  0.521 
Cu2+ + 2e– = Cu  0.337 
2H+ + 2e– = H2  0.000 
Pb2+ + 2e– = Pb  –0.126 
Sn2+ + 2e– = Sn  –0.136 
Ni2+ + 2e– = Ni  –0.250 
Co2+ + 2e– = Co  –0.277 
Cd2+ + 2e– = Cd  –0.403 
Fe2+ + 2e– = Fe  –0.440 
Cr3+ + 3e– = Cr  –0.740 
Cr2+ + 2e– = Cr  –0.910 
Zn2+ + 2e– = Zn  –0.763 
Mn2+ + 2e– = Mn  –1.180 
Ti2+ + 2e– = Ti  –1.630 
Al3+ + 3e– = Al  –1.660 
Mg2+ + 2e– = Mg  –2.370 
Na+ + e– = Na  –2.710 
Ca2+ + 2e– = Ca  –2.870 
K+ + e– = K  –2.930 
Li+ + e– = Li  –3.050 

POURBAIX DIAGRAM 

1614121086420-2

1600

1200

800

400

0

-400

-800

-1200

-1600

a

b

Immunity (Fe)

Passivation

Corrosion

Corrosion

E 
/ m

V

pH  
(a) 2H+ + 2e– = H2

(b) O2 + 4H+ + 4e– = 2H2O 
Figure 5. Volta electrochemical scale and a Pourbaix diagram for iron [4] 

Since it is not physically possible to measure the absolute voltage drop of a single 
double layer (as soon as the wire of the measuring voltmeter is introduced in the electro-
lyte, it forms a new electrochemical cell with at least two electrodes, i.e. double layers) an 
electrochemical convention is adopted – that the voltage drops between the measured 
metal and a Pt electrode in a H+ containing electrolyte and presence of gaseous hydrogen 
is named the electrode potential against a standard hydrogen electrode (SHE), as a 
conventionally accepted zero at the so-called hydrogen potential scale. As shown by 
numbers in the Volta potential scale, different electrochemical cells can be formed by 
combining two different reactions to form a cell, in which when short-circuited, the most 
electronegative reaction will be anodic, i.e. metal dissolves or corrodes, while the most 
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electropositive reaction consumes electrons and behaves as the so-called cathode. This 
table shows that any electrode process, being more electropositive than the potential of a 
metal under consideration, can cause electrochemical corrosion of this metal. This, for 
example, is the case of Zn in acidic solution; Fe or Cd in acidic solution; but not Cu in the 
same solution. If however, one allows access of oxygen to a Cu surface, reduction of O2 
will be a cathodic reaction with electron consumption, and a cell with a voltage drop of 
0.892 V will be formed, with intensive Cu dissolution if the cell is short-circuited. Any 
other combination of electrochemical reactions will have the same behaviour. It is a well 
known example from the British naval history, from the beginning of the 19th century, 
when copper plates on war ships were fixed with iron nails. After short times due to the 
Cu–Fe corrosion cell action, nails corroded and all the copper plates finished in the sea. 

Electrode potentials can be represented by the well known Nernst equation  
E = E° – (RT/nF) ln([R1][R2][Ri]/[Ox1][Ox2][Ox j]) (4) 

where Eº is the standard electrode potential from the Volta potential scale for the specific 
electrode reaction, n is the number of exchanged electrons in the electrochemical reac-
tion, while squared parentheses represent concentrations of substances R1, R2, etc., on the 
reduced side in the electrochemical reaction and Ox1, Ox2, etc., on the oxidized side. If 
some of the species participating in the reaction has stoichiometric number (showing how 
many particles participate in the reaction) ν > 1, the corresponding concentration term 
should be raised to the power of ν. For example, for the reduction of O2 (Fig. 5, Volta 
Table) the Nernst equation should be written as: 

E(O2) = E°(O2) – (RT/4F)·ln([H2O]2/[O2][H+]4) (5) 
Using the convention that concentrations (or more precisely activities) of pure sub-

stances under standard conditions are equal to unity, i.e., in water solutions [H2O] = 1 and 
[O2] = 1, and the corresponding numerical values for the gas constant R, standard tem-
perature T and Faraday’s constant F, as well as the standard electrode potential for 
oxygen reduction from the Volta Table, +1.229 V, and converting ln into log, one obtains 

E(O2) = 1.229 + 0.059·log[H+] (6) 
showing that potential for oxygen reduction, Eq. (12) depends on pH (pH = –log [H+]). 
This dependence is shown by a dashed line (b) in the Pourbaix diagram for Fe (Fig. 5), 
presenting the electrode potentials for Fe as a function of pH. A similar equation can be 
obtained for the hydrogen evolution reaction, Eq. (2), in Fig. 4. 

E(H2) = 0.059·log[H+] (7) 
which differs from Eq. (5) in the values of the standard electrode potentials (note that in 
Volta Table E°(H2) = 0.000 V). Full lines in the Pourbaix diagram represent the separa-
tion of the region of thermodynamic stability of various forms in which Fe can exist as a 
function of potential and pH, bearing in mind that at higher pH values of the solution, 
solid iron oxides or hydroxides, are stable forms. In fact they are the main constituents of 
what is commonly known as iron rust. They are stable in the region indicating Passiva-
tion, i.e., metallic iron is in a so-called passive state in which the surface is covered with a 
thin layer of iron oxide 2–5 nm thick, and represents a state of fairly good corrosion 
stability. Shaded regions represent conditions when soluble Fe2+ ions are stable in acidic 
solutions (pH < 7), or HFeOO– soluble species are stable in ionic form in excess of 
alkalies (pH > 12). In the absence of oxygen, if conditions are such that the Fe electrode 
has the potential in shaded areas between the full line representing stable Fe (Immunity) 
and the dashed line (a) representing hydrogen evolution reaction, iron will spontaneously 
corrode with gaseous hydrogen evolution, 
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Fe = Fe2+ + 2e– (8) 
2H+ + 2e– = H2 (9) 

Fe + 2H+ = Fe2+ + H2 (10) 
Reaction (10) represents the overall corrosion reaction with hydrogen evolution, 

caused by the action of acid H+ ions. Its electrochemical nature is represented by electro-
chemical reactions (8) and (9), and its rate will depend exclusively on the individual rates 
of these reactions. In other words, the rate of corrosion is determined by electrochemical 
kinetics of these reactions. 

Corrosion can be caused also by electrochemical reduction of oxygen, if present, and 
it can be represented by corresponding electrochemical reactions (12). By summing elec-
trochemical reactions, overall corrosion reaction (13) caused by oxygen can be written: 

Fe = Fe2+ + 2e– (11) 
O2 + 4H+ + 2e– = 2H2O (12) 

Fe + O2 + 4H+ = Fe2+ + 2H2O (13) 
It should be pointed out that the necessary condition for the reaction which can 

provoke corrosion is to have the potential dependence according to the corresponding 
Nernst equation in the potential range more positive than the solid line dividing Immunity 
and Corrosion regions. This could be any other electrochemical reaction with correspond-
ing Nernst potential in that region. For example, reduction of Fe3+ ions to Fe2+, or Cu2+ to 
metallic Cu (so-called cementation process). It should be, however, always borne in mind 
that the Nernst equation and its application, Pourbaix diagrams, represent the equilibrium, 
i.e. thermodynamic data, indicating only the thermodynamic possibility that corrosion 
processes can occur. In other words, thermodynamics is only the necessary condition 
which has to be satisfied. It does not say in what time interval it will happen, i.e. it does 
not say anything about the reaction, i.e. corrosion rates. 

As it will be shown later, by proper control of electrode potential, or addition of corro-
sion inhibitors in the solution, the rate of these reactions can be considerably decreased, 
and consequently the overall corrosion is decreased or even practically eliminated. Need-
less to say is as with other chemical reactions, the addition of reaction activators (i.e. 
catalysts) considerably accelerates corrosion, causing sometimes catastrophic results. 

Electrochemical reaction rates are controlled by electrochemical kinetics. In a simpli-
fied form it can be quantitatively represented by Tafel equations (Fig. 6) when electro-
chemical processes are controlled by the exchange of electrons with the reacting particles 
inside double layers. As presented for the case of a zinc electrode, decrease of the double 
layer potential difference, i.e. shifts of the electrode potential in the positive direction 
accelerates the electrode reaction of metal dissolution (anodic reaction), while the 
increase of potential difference, i.e. shifts of the electrode potential in negative direction 
accelerates the electrode reaction of metal deposition (cathodic reaction). Tafel equations 
correlate the electrode potential, in fact the double layer potential difference (Fig. 6) with 
the logarithm of reaction rate, i.e. current density (logi), while specific characteristics of 
each metal are expressed by numerical values of the Tafel constant a and Tafel slope b. 
Current density in the Tafel equation is usually related to the geometrical surface area of 
the electrode surface of 1 cm2, assuming that the surface is bare. If the surface is blocked 
by some inactive substance not participating in the reaction (e.g. oxide, adsorbed organic 
molecules, etc.) with the degree of coverage θ, often termed as reaction inhibitors, the 
active metal surface is a part of unblocked surface (1 – θ), by which one should multiply 
the reaction current density to obtain the real effective current, i.e. i(1 – θ). So by proper 



 

use of reaction inhibitors (cathodic, anodic, or with double action) the corrosion rates can 
be considerably decreased and kept under control. But note that if thermodynamic data 
show corrosion processes are possible, corrosion cannot be stopped totally, because that 
would ask for inhibitor coverage of 100%, i.e. θ = 1, which is impossible to be accom-
plished in real systems. 
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Figure 6. Effect of polarization of an electrode from an external power source [5] 

Figure 7 graphically presents Tafel lines for a hypothetical corrosion process with a single 
cathodic and anodic electrochemical reaction in which io is the so-called exchange current 
density, and is a main constituent of a Tafel constant a. When the numerical value of a is larger, 
so is the exchange current density, and that means that the Tafel line for the corresponding 
process will be shifted to the right in the diagram. The opposite happens if the exchange current 
density is smaller. 

On the right hand side of Fig. 7 the same Tafel lines of individual electrochemical 
processes are plotted together in a form which can be experimentally obtained for a corro-
ding metal. Namely, the corrosion process spontaneously occurs when partial individual 
electrochemical reactions having opposite signs are numerically equal. This happens 
when they intersect in a diagram of individual partial currents (left hand side in Fig. 7), 
indicating equivalence of partial anodic reaction (dissolution) and cathodic reaction (e.g. 
hydrogen evolution – the O in Fig. 7, which may be any substance in its oxidized form, 
H+, O2, Fe3+, etc., and can be electrochemically reduced to its stable R form). In this situa-
tion one cannot detect any external current, even though one can use this intersection 
point to express the effective corrosion rate as the value of equivalent corrosion density, 
logicorr which is equal to current density of metal dissolution at this potential. Therefore 
the potential of this intersection point is named corrosion potential, Ecorr. Experimentally, 
one can determine the corrosion rate, i.e. logicorr, from the intersection of measured catho-
dic and anodic Tafel lines, or by extrapolating one of them to separately determined 
corrosion potential, Ecorr. This is the basis of many commercially available electronic 
devices for determining corrosion rates which are used in laboratories and for field opera-
tion, even for automatic monitoring of corrosion rates for ships, docks, pipelines, bridges. 
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Tafel plots for corrosion processes: 

Anodic current:  logia = a1 + b1·logEa
Cathodic current:  logic = a2 + b2·logEc

Tafel plots for corroding metal: 
i = ia + ic

at  Ecorr:  i = 0;  ia = ic = icorr

Figure 7. Partial polarization curves (Tafel lines) for individually occurring electrochemical reac-
tions on a corroding metal (left). Experimentally measurable Tafel lines for a corroding metal (right) 

Most commercially used metals, especially their alloys, have a property that in a 
broader span of potentials on the positive side exhibit the phenomenon of passivity. In 
fact at some values of anodic polarization, an oxide layer forms at the surface with 
coverage close to unity (θ → 1) or even equal to 1, but with its own electrochemical 
activity at a very reduced level (very small io). 

Characteristics of most anodic polarization curves for easy passivating metals (e.g. Fe, 
Ni, Cr) are the appearance of a passivation peak (Fig. 8, left) at a certain anodic current 
density ipp, and passivation potential Epp, when the passivating anodic current ipp suddenly 
drops to very small currents ip (a few micro amperes). If the potential of metal can be in 
some way kept in the passivation region, corrosion of metal would be practically elimi-
nated. This is illustrated by the diagram on the right, schematically representing the 
anodic polarization curve for an easy passivating metal and partial cathodic polarization 
curves for three cathodic processes having different equilibrium potentials (Volta scale, 
see Fig. 5). If, for example, reaction 1 is a hydrogen evolution reaction, Tafel line 1 will 
intersect the anodic polarization curve in the region of active anodic dissolution of metal, 
i.e. before the passivation peak, thus the corrosion diagram, as often termed, looks as the 
diagram on the left in Fig. 8. To passivate such a metal, one has to shift the electrode 
potential to the passive potential range, e.g. potentiostatically, and then passivate the 
metal. This approach is used in a so-called anodic corrosion protection method. However, 
as in Fig. 8, this potential should be carefully controlled, since some metals (Fe, Cr) exist 
in several valence states at more positive potentials and lose the primary passive layer and 
reach the so-called transpassive region in which they can be again anodically dissolved in 
a form of soluble higher valence ions. If these ions can form another oxide layer, a secon-
dary passivity is reached, and at more positive potentials oxygen evolution starts. 
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Passivation can be achieved also, in a more simple way by introducing oxygen (or air) 
into the electrolyte when electrochemical oxygen reduction reaction (reaction b in Fig. 5) 
with its Tafel line 3 intersects the anodic polarization curve in the region of anodic 
passivity. In this case the metal will obtain the value of corrosion potential of intersection 



 

point, and also the corrosion current density will be equal to the passive current ip. This is 
why many metals and alloys, when used in open systems (i.e. in contact with air) behave 
as passive. However, if the concentration of oxygen decreases for some reason, Tafel line 
will shift to the left (Fig. 8, right) and eventually reach the situation marked with 2. In this 
case, the intersection of polarization curves is in position 2 when corrosion current densi-
ty is rather large. Hence, in order to be able to control corrosion rates, experimentally 
determined polarization (or corrosion) diagrams for each situation considered have to be 
known. Otherwise, one can make the situation even worse by mistake. 

log (i / mA cm  )-2

E
 v

s 
S

C
E 

/ V

i pp

Eppi corr

pi

corrE

Oxygen
evolution

Secondary
passivity

Transpassive region
Passive
region

Ea

Ec,1

Epass

Ec2 3

2

1

23 1

corrlog i

Ec3

E

log icrit log i

 
Figure 8. Polarization curves for metals or alloys which passivate at positive potentials [6] 

2. PASSIVITY AND PITTING 

It was mentioned earlier that very often bottoms of pits are positions from which 
cracks start developing when the material is exposed to constant or frequency dependent 
stresses. Pitting appears when the passive layer for some reason breaks at some places, 
exposing bare metal surface to the electrochemical anodic dissolution. In other words, 
while the passive surface behaves as the case 3 in Fig. 8 (right), the bottom of the pit, not 
being protected by oxide layer, or because of the lack of oxidizing agent in the pit, 
obtains electrochemical characteristics represented by case 2 or even 1. That means that 
metal dissolves very actively and the depth of the pit increases. A certain number of 
developed pits can stop growing if the rate of transport of oxygen or oxide growth is able 
to heal the compactness of passive layer even inside the pit, and in such a way stop 
further pit growth. Depending on the conditions, pitting can create a number of rather 
serious damages on pipeline walls, reservoirs, steam boilers, etc. 

The most important conditions for the start of pitting are; (i) chemical and structural 
properties of the metal or alloy, (ii) pitting potential, Epit, and (iii) the most important, 
presence of chloride ions in the electrolyte. The effects of these factors are depicted in 
Fig. 9. The diagram on the left shows the effect of chromium concentration in the alloy, 
showing why low Cr concentration alloys are sensitive to active corrosion. The intersec-
tion of anodic and cathodic Tafel lines are in the range of active anodic dissolution while 
for case 3, the intersection is in the passive range, i.e. the alloy behaves as passive (this is 
due to the formation of a passive chromium oxide layer at the surface). Diagram on the 
right shows the effect of chloride ions on the behaviour of stainless steel. Both alloys are 
selfpassivating in the presence of oxygen and their polarization diagrams correspond to 
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case 3 on the diagram (left side), i.e. the open circuit potential is in the passive potential 
range with very low corrosion rate. Hastelloy passive layer is resistant to the action of 
chloride ions and anodic current starts increasing at the potential of about 0.6 V (versus 
saturated calomel electrode – SCE). This corresponds thermodynamically to the potential 
of the start of oxygen evolution in neutral NaCl solution (pH ~ 7). In other words, passiv-
ity is protected up to very high anodic potentials. However, stainless steel is sensitive to 
the presence of chloride ions, and at potential of cca. 0.0 V (vs. SCE) anodic current 
suddenly increases. It is the result of intensive pit formation and anodic metal dissolution 
inside pits. This potential value is called pitting potential, Epit, and is a function of: 
material type and composition; thermal treatment; and solution composition. Note that in 
the absence of chloride ions, e.g. in sulphate solutions, polarization curve for stainless 
steel would be similar to the curve for Hastelloy. 
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Figure 9. a) Schematic polarization curves for stainless steel: (1) 3% Cr (2) 10% Cr (3) 14% Cr. 
Straight line is cathodic current for O2 reduction. b) Polarization curves for Hastelloy C–276 and 

stainless steel 304 in 3.5% NaCl [6] 

2.1. Pit growth mechanism 
The most important point in the theory of pit growth is a formation of a corrosion cell 

between the passive surface, which has electronic conductivity enabling cathodic reaction 
of oxygen reduction to H2O in acidic, or OH– ions in neutral and alkaline solutions (i.e. 
when pH > 5), and active anodic dissolution of metal at the bottom of the pit, which is not 
passive because of the presence of Cl– ions, i.e. anodically dissolves at high rate (Fig. 10). 
When they accumulate in the void, the hydrolysis of formed metal ions with water 
molecules forms metal hydroxides and H+ ions. By this reaction pH can decrease to 2–3 at 
the pit bottom, but not less. The difference between cathodic potential at the passive 
surface and active anodic dissolution potential at the pit bottom is compensated by ohmic 
potential drop in the electrolyte inside the pit. This potential difference is not larger than 
200 mV, according to experimentally obtained data [7]. 

3. MECHANISMS OF STRESS CORROSION CRACKING (SCC) AND CORRO-
SION FATIGUE CRACKING (CFC) 

According to present views, fast progressing of crack tips leading to cracking of 
stressed materials (SCC and CFC) can be explained depending on the kind of metal or 
alloy, by two different mechanisms, anodic dissolution model, and hydrogen embrittle-
ment model (Figs. 11 and 12). 
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• Active crack tip and passive crack walls 
• Rupture protective surface film by emerging 

dislocations (slip steps) 
• Rapid anodic bare metal dissolution on the crack 

tip (ia): i
Fz
Mv a⋅

⋅⋅
=

ρ
 

• Slip planar (stacking–fault energy, precipitate 
type, etc.) 

• Transgranular SCC austenitic stainless steels 

Figure 11. Anodic dissolution model of crack propagation [10] 
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(1) mass transport along the crack to or away from 
the crack tip 

(2) reactions in the solution near the crack 
(3) surface adsorption at or near the crack tip 
(4) surface diffusion 
(5) surface reactions 
(6) absorption into the bulk metal 
(7) bulk diffusion to the plastic zone ahead of the 

advancing crack 
(8) chemical reactions in the bulk 
(9) rate of interatomic bond rupture 

Figure 12. Hydrogen embrittlement model of stress corrosion crack propagation [11] 
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Anodic dissolution model is essentially the same as the pit growth mechanism, except 
that the rate of anodic reaction is increased because the stressed metal at the tip dissolves 
at much higher rate than normally since newly formed surfaces dissolve up to 10 times 
faster than normally [9]. 

Hydrogen embrittlement model is based on the fact that most ferrous metals can 
absorb considerable amounts of hydrogen and because of changes in the lattice structure, 
they become brittle. Because of increased stress concentration around the tip, brittle metal 
structure cannot sustain the stresses, and the crack continues to propagate. Processes 
involved here are illustrated in Fig. 12. 

The most important point in this mechanism is the presence of hydrogen at the tip of a 
crack and its fast penetration into the bulk of the metal in front of the tip. However, this 
model has one difficulty. Normal electrochemistry cannot explain where this hydrogen is 
coming from. According to ideas involved in this model, crack tip dissolves anodically in 
the same manner as in the anodic dissolution model, but simultaneously evolving hydro-
gen accelerates tip propagation by the embrittlement action. This model is supported by a 
large number of independent experimental data concerning the increase of absorbed 
hydrogen concentration in the vicinity of the tip, increase of brittleness, etc. The problem 
is that the model, as mentioned above, cannot explain how anodic reaction at the crack tip 
produces hydrogen. If the crack is considered similarly to the case of pit growth, as a 
corrosion cell with cathodic reaction at the outside passivated surface, and anodic 
dissolution reaction at the tip of a crack, then from a simple corrosion diagram (Fig. 7) it 
is concluded that during anodic polarization cathodic reaction, i.e. hydrogen evolution is 
suppressed almost completely (note the logarithmic scale on the horizontal axis). 

There is experimental evidence that hydrogen bubbles evolve from pits and cracks, 
and can be collected and analyzed as hydrogen. Also, potentials inside pits and cracks 
were measured, and also the pH at their bottoms. Figure 13 illustrates results obtained by 
Seys et al. [7] in a form of a Pourbaix diagram for Fe, presenting point 1 as the condition 
of a passive stainless steel and points 2 and 3 representing the variation of pH at the 
bottom of a pit and more importantly, potential at the bottom. An important point is that 
their potential is more positive than the reversible potential of the hydrogen evolution 
reaction (lower dashed line in the diagram), meaning that thermodynamics of the hydro-
gen evolution reaction forbids appearance of gaseous hydrogen at this potential. Hence, 
an important question arises. How is this hydrogen formed, that is so important for propa-
gation of cracks? 

Arguments in literature say that hydrogen in the metal is introduced already during 
manufacturing, and is really possible. However, as shown in Fig. 13b, even after removal 
of hydrogen absorbed during the manufacturing process, after leaving such material in 
contact with electrolyte, the fracture time returns to its initial value, indicating that hydro-
gen does not originate from the manufacturing process but forms during pitting and crack 
propagation. Hence, the question of hydrogen origin, causing fast propagation of stress 
corrosion cracks has still no acceptable answer. 

An answer to this question, according to the experience of our co-author in the studies 
of electrochemistry of aluminium, stainless steels, and chromium [12-14], points that 
besides electrochemical processes of metal dissolution, represented by Eqs. (8–10), a 
parallel chemical process, as suggested earlier by Kolotyrkin et al. [15,16], occurs in a 
reaction with water molecules from the electrolyte, represented by an overall equation: 

Fe + 2H2O = Fe2+ + H2 + 2OH– (14) 



 

In this reaction there are no electrons involved, therefore it is not electrochemical and 
does not depend on electrode potential. Therefore it can occur at any potential outside or 
inside a pit or a crack and supply hydrogen which, either escapes as bubbles from pits or 
cracks, or penetrates inside the metal in front of a crack tip making it brittle. This is 
supported by the fact presented in Fig. 2 (right), that even the presence of humidity in the 
atmosphere can cause susceptibility to SCC proportional to the value of relative humidity, 
i.e. the amount of capillary condensed water. 
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Figure 13. a) Pourbaix diagram for Fe with experimentally obtained data for the potential of stain-
less steel in 0.1 M KHCO3 + 0.1 M KCl solution (pH 8.4). Point 1 measured at the outside surface. 

Points between 2 and 3 measured at the bottom of a pit [7]. b) Effect of the removal of absorbed 
hydrogen on fracture time of AISI 4340 alloy steel [30] 
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4. STRESS–CORROSION TESTING 

Testing of SCC can be performed using specimens without a crack (smooth speci-
mens), or using precracked (fracture mechanics) specimens. Stress corrosion testing can 
also be conducted by slowly increasing the load or strain of smooth or precracked speci-
mens in a corrosive environment. 
4.1. Tests on statically loaded smooth specimens 

Tests on statically loaded smooth specimens are usually conducted at various fixed 
stress levels and time to failure of specimens in the environment is measured. The thresh-
old stress Rth is determined when time to failure approaches infinity, Fig. 14. These 
experiments can be used to determine the maximum stress that can be applied in service 
without SCC failure, or to evaluate the influence of metallurgical and environmental 
changes on SCC [11]. 

 

• Threshold stress Rth (maximum stress 
without SCC failure). 

• Evaluate influence of metallurgical and 
environmental changes. 

Figure 14. Scheme of typical results obtained by statically loaded smooth samples 

4.2. Slow strain rate testing (SSRT) 
Stress corrosion tests can also be conducted by slowly increasing load or strain on 

specimens in corrosive environment. These tests, developed by Parkins, are called slow-
strain-rate tests (SSRT). The most significant variable in slow strain rate testing is the 
magnitude of strain rate. If the strain rate is too high, ductile fracture will occur before 
necessary corrosion reactions can take place. Relatively low strain rates must be used, but 
at too low a strain rate, corrosion may be prevented because of repassivation or film 
repair so that the necessary reactions of bare metal cannot be sustained, and SCC may not 
occur (Fig. 15a, alloy B). The repassivation reaction observed at very low strain rates and 
that prevents formation of anodic SCC does not occur when cracking is the result of 
embrittlement by corrosion product hydrogen (Fig. 15a, alloy A). This mechanistic differ-
ence can be used to distinguish between anodic SCC and cathodic SCC (hydrogen embrit-
tlement) [17]. 

For the chosen strain rate, the ratio between the ductility to failure in a corrosive 
environment and the ductility to failure in an inert environment is the measure of material 
susceptibility to SCC (Fig. 15b gives an example for this). Frequently, this type of test is 
used to evaluate the influence of metallurgical and environmental variables on SCC resis-
tance of tested materials. This type of experiment yields rapid comparisons of materials 
according to their SCC resistance in environment of interest, but the application of these 
data to the prediction of actual in-service lifetime is difficult. Recent work, however, has 
shown that average stress corrosion crack propagation rate and threshold stress can be 
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obtained with modified techniques combined with microscopy [17]. For example, average 
stress corrosion crack growth rate can be determined from the depth of the largest crack 
measured on fracture surfaces of specimens, divided by the time of testing. In this 
procedure, SC crack is assumed to be initiated at the start of test, which is not always 
true. On the other hand, fracture mechanics implies that the structure already contains a 
crack or a crack-like flaw. 
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Figure 15. a) Scheme of typical ductility vs. strain rate behaviour of two different types of alloys 
tested by SSRT. b) Nominal stress vs. elongation curve for C–Mn steel, obtained by SSRT [17] 

4.3. Fracture mechanics SCC test methods 
Evaluation of SCC by mechanically precracked (fracture mechanics) specimens are 

usually conducted with either a constant applied load (Fig. 16a), or with fixed crack open-
ing displacement COD, and the actual rate of crack propagation v = da/dt is measured 
(Fig. 16b). The magnitude of stress distribution at the crack tip (the mechanical driving 
force for crack propagation) is quantified by the stress intensity factor KI (in the scope 
linear elastic fracture mechanics LEFM) for specific crack and loading geometry. As a 
result, the crack propagation rate, logda/dt is plotted versus KI. These tests can be made 
such that KI, increased with crack length (at constant or gradually rising applied load), 
decreases with increasing crack length (constant crack opening displacement COD), or is 
approximately constant as the crack length changes (special tapered samples) [11]. 
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Figure 16. Scheme of SCC results obtained by: a) constant load and 
b) constant displacement (COD) fracture mechanic test method 
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In order to monitor SC crack propagation, specimens of large length must be applied. 
Most convenient are DCB and T–WOL specimens. The specimen thickness must be 
higher than a minimum value should be fulfilled, providing the basic fracture mechanics 
requirement for plain strain conditions at the crack tip. In cases of COD methodology on 
DCB specimens, they are stressed by bolts and exposed to effects of the SC environment. 
Monitoring of crack length is performed until the moment of significantly low crack 
propagation growth. After testing, the specimens are mechanically fractured (separated) 
and the initial mechanical crack length is measured on the fractured surface, as well as the 
total length of the mechanical and stress corrosion crack at the moment of SC crack 
arrest. On the basis of values of mechanical crack lengths ac and corresponding COD 
values, the fracture toughness KIc of the tested materials is determined by inserting these 
values into the fracture mechanics equation for DCB specimens (ASTM G 168): 

I 2
3

4 0.67

LLEVK
aH
H

=
⎛ ⎞+⎜ ⎟
⎝ ⎠

3
 

(15) 

where: H is specimen half length; VLL–load line crack opening displacement, a–crack 
length; and E–Young’s modulus. 

The calculated stress intensity values KIc are the initial values of KI for further SCC 
testing. (Almost an identical procedure of fracture toughness KIc determination and 
further SCC testing on DCB specimens is suggested by Speidel [18]). In an analogous 
way, the value of stress intensity factor at crack arrest, KISCC, is determined. The crack 
length data are incorporated into the diagram, showing the dependence of crack length 
and testing time in corrosive environment and used later for calculation of crack propaga-
tion rate da/dt, and for corresponding KI values (as shown in Fig. 16b). 

In recent years, the concept of elastic plastic fracture mechanics (EPFM) approach has 
been applied in determining threshold value J-integral (JISCC), critical value of crack tip 
opening displacement δISCC, and crack propagation rate, during stress-corrosion cracking. 
The value KISCC can be calculated from JISCC values by applying an identical expression 
such as the relation between KIc and JIc. Using the EPFM value, the stress-corrosion 
propagation rate is also obtained from data of the “breaking-load stress-corrosion test” on 
smooth specimens [17]. 

No crack propagation is observed below the value of threshold stress intensity level 
KISCC (Fig. 16a and 16b). This level presumably corresponds to the stress level for the 
synergetic interaction of alloys with the environment. There are numerous physical 
processes that may be associated with threshold stress intensity factor KISCC, including a 
fracture strain for a “slip-dissolution mechanism,” or a critical crack opening displace-
ment COD for transport of species in the crack. At low stress intensity levels (but higher 
than KISCC), crack propagation rate increases rapidly with the stress intensity factor (stage 
I). At intermediate stress intensity levels, the crack propagation rate approaches some 
constant velocity that is independent of the mechanical driving force KI (stage II). This 
rate of the plateau vpl is a characteristic of alloy-environment combinations and is the 
result of the rate limiting environmental processes such as mass transport of environmen-
tal species, or by processes such as electrochemical (or chemical) reaction kinetics on the 
crack tip, or the hydrogen diffusion rate through metal from the crack tip to the location 
of the maximum three-axial stress state, where fracture actually occurs. In stage III the 
crack propagation rate exceeds the plateau velocity as KI approaches critical stress inten-
sity level for mechanical fracture in an inert environment, KIc [11]. 
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The SC crack growth rate at the first stage of the kinetic diagram logv–KI can be 
written in the following form [19] 

vI = CIexp(mKI) (16) 
where constants CI and m do not depend on KI, but on the tested material and corrosive 
environment, and can be experimentally determined. 

The SC crack growth rate at the plateau vpl can be expressed by the following, [19]: 

II exp a
pl

E
v C

RT
⎛ ⎞= −⎜ ⎟
⎝ ⎠

 (17) 

where Ea is the activation energy of some of previously mentioned (or other) processes 
which control the crack rate at the plateau, R is the universal gas constant, T is the 
temperature in K, and CII is the constant depending on the metal/environment relation and 
can be experimentally determined. 

5. EFFECT OF METAL COMPOSITION AND MICROSTRUCTURE AT SCC 

In some cases, composition and structure of alloys have great influence on the process 
of SCC. For example, in alpha brass SCC occurs in ammonia if the content of zinc is 
higher that about 15%. Grain size and residual stress also have a significant influence. 

In contrast to brasses, the metallurgical structure plays a dominant role in determining 
susceptibility to SCC of high-strength aluminium alloys in presence of tensile stresses 
and moist chloride-containing environments [18,20,24]. Under given conditions, these 
alloys vary from highly susceptible to practically immune to intergranular stress-corro-
sion cracking. Microstructures formed by heat treatment determine such behaviour of 
alloys. The effect of heat treatment on SCC susceptibility of high-strength precipitation 
hardening Al-Zn-Mg-(Cu) alloys is as follows: under solution-heat treated and quenched 
conditions, these alloys are very resistant to SCC, but of course, too weak to be used 
under these conditions. On ageing, these alloys become progressively stronger, but also 
increasingly susceptible to stress corrosion. Maximum stress corrosion susceptibility is 
observed under intermediate-strength underaged conditions; but after that, alloys become 
increasingly more resistant to SCC. Thus, the high strength peak-aged condition is 
moderately susceptible to stress corrosion, while the intermediate-strength over-aged 
condition is relatively resistant. Therefore, in practice there is a choice between maximum 
strength alloys with moderate SCC susceptibility and somewhat lower strength alloys 
with little SCC susceptibility. In addition, two-step precipitated hardening gives high 
SCC resistance with relatively little lost in strength (Fig. 17). 

In high-strength low-alloy quenched and tempered steels, SCC occurs in the presence 
of moisture or bulk aqueous environment, particularly containing H2S. The crack path is 
usually intergranular with respect to prior austenite boundaries. The major metallurgical 
variable in this instance is the strength level; the stronger the steel, the greater is its 
susceptibility. However, at constant strength level, steels with martensitic structures are 
considerably more susceptible to SCC than steels with bainitic structures [22], Fig. 18. 

In practice, by far the most common case of SCC is that occurring when austenitic 
stainless steels are simultaneously exposed to tensile stresses and hot, aqueous chloride-
containing environments. In this case, the major variable is alloy composition and struc-
ture; virtually, all austenitic stainless steels are more or less susceptible to SCC in this 
environment, while ferritic and ferritic/austenitic stainless steels are highly resistant or 
immune, Fig. 19. 
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• Humid air and aqueous chloride solutions 
• Intergranular SC failure 
• Heat treatment: 

– peak–aged conditions – high strength but high 
SCC susceptibility 

– over–aged conditions – intermediate strength but 
higher SCC resistance  

– two–step precipitation hardening – high SCC 
resistance and little loss of strength. 

Figure 17. SCC characteristics of several high-strength aluminium alloys [18] 
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• Humid air, aqueous electrolytes, particularly 
containing H2S 

• Intergranular SCC (along prior austenite 
boundaries) 

• Strength level: stronger steel, greater is its 
susceptibility 

• Constant strength level: martensitic struc-
tures–more susceptible than bainitic structures 

• Alloy composition influence at lower strength 
levels 

Figure 18. SCC characteristics of several high-strength low-alloy steels [17] 
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• Hot, chloride solution 
• Intergranular and/or transgranular SCC failure 
• All austenitic stainless steels more or less 

susceptible to SCC 
• Ferritic and ferritic/austenitic stainless steels 

are highly resistant 

Figure 19. SCC characteristics of several austenitic stainless steels [22] 



 

6. FRACTOGRAPHY OF SCC 

A SC crack is practically always a brittle fracture, even in cases of ductile metals. The 
final fracture zone is usually caused by tensile overload and may show macro/micro-
scopic ductility. Fatigue failures also occur without evidence of ductility, but fractured 
surfaces are usually smoother than those associated with SCC, [23]. 

Stress corrosion cracking occurs as intergranular and/or transgranular fracture. SCC is 
usually intergranular in aluminium alloys, alpha-brass, and high-strength steels. Cracking 
is primarily transgranular in chloride SCC of austenitic stainless steels [23]. 

7. DEFECT-TOLERANT DESIGNING CALCULATION 

Experimental results obtained by fracture mechanics analysis, such as fracture tough-
ness KIc, fatigue crack propagation threshold value ∆Kth, and fatigue crack propagation 
rate da/dN are widely applied in practice for design, material selection, and failure 
analysis. These procedures are explained in detail in literature [25-29]. 

It is possible to use laboratory fracture mechanics results of SCC for predicting the 
behaviour of a detected crack, i.e. if it starts to grow under given conditions and for life-
time calculation [19]. 

When safety requirements are severe (or the stress corrosion crack propagation rate is 
high, for example in high-strength steels), crack propagation is not permitted and the 
applied stress intensity factor must be less than the threshold stress intensity factor for 
SCC, KI < KISCC. Critical (maximum) stress-corrosion crack depth (aCSCC), which can be 
allowed in engineering structures, can be calculated from parameters KISCC, Rp0.2 and the 
geometric factor Y. This critical crack depth is also very useful for comparing alloys for 
application in a given environment. 

When safety requirements are less severe, or when the presence of a crack gradually 
(slowly) extending with time, KISCC < KI < KIc is allowed, then calculation of engineering 
structure life-time is performed. This is obtained by using experimental data for stress 
corrosion crack growth rate (from kinetic diagrams logv–KI) obtained in an environment 
similar as in service, determining the depth of the existing crack in a structure ao (using 
non-destructive evaluation method–NDE) and calculating critical crack depth for 
mechanical fracture ac (from parameters KIc, Rp0.2, and the geometric factor Y). The total 
lifetime expression is obtained as the solution of the integral: 

1
f

SCC
t d

v
= ∫ t   

in boundaries from ao to ac (or aT – tolerable crack length). 
Experimentally obtained SCC data can be applied for predicting crack behaviour in 

the structure exposed to simultaneous effects of tensile stress and corrosive environment, 
and also for calculating lifetime of a structure. The critical crack length for fracture in an 
inert, ac, as well as in SC environment, aCSCC, can be calculated by the following equation 

2
I1

c
app

Ka
R Yπ

⎛ ⎞
= ⎜ ⎟⎜ ⎟

⎝ ⎠
 (18) 

where KI can be the fracture toughness of the tested material, KIc, or the threshold stress 
intensity factor KISCC, Rapp is the applied stress, and Y is the geometrical factor for the 
given structural configuration and crack geometry. 
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If the initial crack length ao in the structure, determined by some non-destructive 
evaluation NDE methods, is longer than the critical value aCSCC, this crack will grow by 
time. The final crack length can be critical ac when failure occurs, or it can be tolerable 
aT, i.e. lower than the critical value, depending on the “safety factor”. 

The residual lifetime of a structure can be calculated in the following way. Similarly 
to parallel processes where the slowest process controls the overall process rate, the same 
approach can be used here 

I

1 1 1

T pv v v
= +

l
 (19) 

where vI and vpl are the SC crack growth rates in the first stage and in the second stage 
(plateau of velocity), in respect, while the effect of the third SC crack growth rate stage is 
neglected (due to high SC crack growth rate in that stage when KI approaches KIc). 

The total SC crack growth rate vT from the previous equation (19) is 

I

I

pl
T

plT

v vdav
dt v v

⎛ ⎞= =⎜ ⎟ +⎝ ⎠
 (20) 

Assuming that, for sake of simplification, the temperature remains constant during 
exploitation, the SC crack growth rate at the plateau is also constant, and because SCC 
usually occurs at constant applied stress Rapp, then mKI in Eq. (16) can be written as D√a 
(where D is constant and equals mYRapp√π, supposing that the geometrical factor Y is 
constant). If Y is not constant, which is generally the case, its change has to be taken into 
account. The same applies to changes in the environment, temperature, and stress. By 
incorporating the values vpl and vI into Eq. (20), the total lifetime expression is obtained, 
as the solution of the integral calculated in boundaries ao to ac (or aT): 

2 2
I

ln10 1 ln10 12
ln 10 10 10c o

c oc o
f D a D apl

D a D aa at
v C D

⎡ ⎤+ +−
= − −⎢ ⎥

⎢ ⎥⎣ ⎦
 (21) 

If the calculated lifetime is very short, it is necessary to consider other possibilities to 
decrease effects of SC environment. One of the possibilities is to reduce the applied stress 
to the value when the crack stops to propagate (i.e. when KI is lower than KISCC). The 
other possibility is to apply heat treatment that provides higher SCC resistance, or to 
choose other material with high resistance to SCC, as well as to apply cathodic (or 
anodic) protection, corresponding inhibitors, organic or inorganic coatings. This possibil-
ity will not be discussed in this paper. 

CONCLUSIONS 

• Environment has great influence on stress corrosion and corrosion fatigue and rates of 
stress corrosion cracking and corrosion fatigue cracking. In most cases the influence of 
the environment on stress corrosion or on corrosion fatigue is electrochemical or 
chemical, or both. 

• Most often pitting is the precursor of stress corrosion cracking or corrosion fatigue 
cracking. 

• Understanding of the mechanism of stress corrosion can lead to better improvement of 
metallurgical properties of materials, methods of protecting material from the action of 
the environment, and rational methods of designing structures. 
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STRESS ANALYSIS FOR STRUCTURAL INTEGRITY ASSESSMENT 

Taško Maneski, Faculty of Mechanical Engineering, Belgrade, S&Mn 

1. DIAGNOSTICS OF STRUCTURAL BEHAVIOUR 

Diagnostical treatment of the behaviour of structures is based on computer modelling 
and structural analysis, performed by a finite element numerical method “KOMIPS” used 
throughout static, dynamic, and thermal calculation of the structural elements. 

KOMIPS allows modelling and complex calculation of real strain and stress, defining 
structural element real behaviour, reliable forecast of construction response to service 
loading according to the decisional data (operating regime, repair, reconstruction, retrofit-
ting, optimizing, evaluation of the selected solution type of construction), prediction of 
critical elements or structural failure, service life assessment and reliable operation. 
Improvement of structural performance, which can be reached by this approach allows 
extension of structural service life and increases reliability. 

In-service problems of components mainly originate from badly designed geometry. 
Very often they result from insufficient material resistance and welded joints. 

Very low application costs and high level of obtained results have made this method 
unavoidable in engineering structural analysis. The system KOMIPS has specific calcula-
tions for a closer view on structural behaviour. Load distribution, membrane and bending 
stresses, deformation energy, together with potential and kinetic energy allow very 
efficient structural performance diagnostics on designed or performing structures. 
Requirements for satisfactory structural performance in service are: significant difference 
between the highest operating and yield stress, regular strain and energy distribution, low 
stress concentration, high crack resistance of material, good response to dynamic impulse 
load, high first frequency and sufficient distance between frequencies, smaller dynamic 
reinforcement (increasing) factor. 
1.1. Loading distribution  

Loading distribution and its transfer through the structure from loading point to the 
support is the basis of structural performance. In fact, loading lines pass through minimal 
resistance regions within the material. 
1.2. Distribution of stresses (membrane and bending, normal and tangential) 

In finite plate elements and beams this application finds weak points (high bending 
stress) and strong points (only acting membrane and normal stresses), and also points 
with low stress level. It may also show which modifications should be carried out in order 
to minimize negative bending effect and achieve better loading distribution. 
1.3. Strain energy distribution 

Strain energy distribution according to element groups (structural parts) effectively 
shows the loading transfer throughout structural parts and defines sensitivity to possible 
modifications. 



The equilibrium equation for potential energy and external forces is calculated by 
multiplying the basic static equation from left with the transposed deformation vector 
{δ}T[K]{δ} = {δ}T{F} ≡ Ed. 

Strain energy for finite element is: ed = {δsr}e
T[ rsk ]e{δsr}e, where {δsr}e – belongs to 

global strain vector, and [ rsk ]e belongs to global element stiffness “e”. 
1.4. Kinetic and potential energy distribution on main oscillating forms 

Kinetic and potential energy distribution on main oscillating forms defines perform-
ance more precisely. By multiplying the dynamic equation from the left with the trans-
posed eigenvector matrix, the equilibrium of potential and kinetic energy is [µ]T[K][µ] = 
[µ]T[M][µ]{λ}. 

The kinetic ek
r and potential energy ep

r for finite element “e” and for the whole struc-
ture Er for the rth–main form are given as: 

{ } [ ] { }T2r
k r sr sree ee mω µ µ= ,  { } { }Tr

p sr rs sre ee
e kµ µ⎡ ⎤= ⎣ ⎦ ,  

{ } [ ]{ } { } [ ]{ }T T2r r r
k p r r r r rE E E M Kω µ µ µ µ= = = =   

where: ωr is the r–natural frequency, {µr} is the r–eigenvector, and {µsr}e belongs to the 
r–eigenvector element. The relative change in squared r–natural frequency (by re-anali-

sys, without repeated calculation) is given as: 
2

2

r r
e p e kr

r
r

e e

E

α βω
ω

−∆ = , where αe, βe define 

the modification of element e. 
1.5. Decision parameters 

High-quality parameters resulting from analysis of condition and performance diag-
nostics are effectively used in following activities: design; manufacture or purchase of 
structure; reconstruction or structure overhauling; facility revitalization, for correct and 
precise decision making. 
1.6. Structural failure 

Crack initiation and growth are in-service problems of numerous structures. Classical 
linear elastic fracture mechanics solves this problem by comparison of crack driving force 
and material crack resistance in structure. Crack analysis in real structure has to include 
plastic analysis, involving J integral and crack opening dicplacement (COD). 

For this approach it is necessary to locate points on the structure where crack-like 
defects can appear “conditionally”. Crack (defect) existence must not significantly effect 
element carrying capacity, and its growth must be limited. 

The calculation methods for cracked structure performance are as follows: 
• Modelling and calculation of entire structure with and without crack-like defect. 
• Performance diagnostics of entire structure with and without crack-like defect. 
• Calculation of structural element with crack. 
• Calculation models for different crack dimension and positions. 
• Performance diagnostics of structural element with crack-like defect. 

Performance diagnostics of cracked elements (compliance) in a cracked structure 
includes evaluating influence of crack position and size (a) on following characteristics: 
• deformation change (maximal deformation; maximal crack extension a; maximal crack 

opening displacement–COD, and crack tip opening displacement–CTOD), 
• incremental advance of the element compliance (dC/da), 
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• stress change (σeq, σx, σy, τxy) and distribution in elements, 
• stress ratio change (σ/τ and σ/τmem/σ/τbend), 
• strain energy change Ed, 
• strain energy increment (dEd/da), 
• strain energy distribution in zones, 
• strain energy on crack tip element, and 
• product σy*CTOD. 

The stress value can be normalized, that is divided by yield stress (σ/ReH). Crack size 
can be normalized by element width. 
1.7. Life time estimation 

Remaining structural life is estimated according to structural behaviour. Remaining 
strength and service life of a structure with a real or simulated crack is evaluated from the 
behaviour, taking into account the crack size and location, or the crack driving force, and 
comparing to material crack growth resistance. 

2. REVITALIZATION OF THE STRUCTURE (RETROFIT) 

Rehabilitation, reconstruction, or revitalization should be performed only when the 
structure shows a localized low level of performance. In case of poor global performance, 
the structure should be replaced. Such structures should be reconstructed in a suitable 
way to eliminate bad performance. 

Reconstruction and revitalization mainly include changes in geometry and necessary 
analyses of material properties, particularly welded joints. Revitalization of the structure 
means reconstruction aimed at life extension. 

3. EXAMPLES 

Many real problems in practice have been considered by applying the described 
methods, and some of them are presented. 
3.1. Analysis of cracked plate 

 
(a) 

 
(b)                 σeq

 
(c)           α 

  
σy

 
τxy

Figure 1. Model of the quarter of plate with 25 mm crack length (a) and distribution 
of stress field components (b, c) 
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Figure 2. Dependence of cracked plate parameters on crack length 
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A typical example is a plate of dimensions 100×100×1 cm with central through-crack 
exposed to nominal tensile stress of 10 kN/cm2. The model of the cracked plate and stress 
field component distribution are shown in Fig. 1 for crack length of 25 mm. The depen-
dence of different parameters on crack length is presented in Fig. 2. 

In case of an embedded crack the computational model has to be of volume-type (see 
Fig. 3). The crack effect has to be considered in two directions (crack length and depth). 

 
Figure 3. Computational volume model for a plate containing an embedded crack 

3.2. Behaviour diagnostics of the rotary excavator bogie (FC Beocin) 
Frequent cylinder failures of the support excavator SH400 in the Cement factory (FC) 

– Beočin, located beneath the flange of the radial-axial bearing (diameter D = 2.5 m) have 
caused bearing destruction, requiring behaviour diagnostics. Existent behaviour diagnos-
tics were extended with the determination of flange warping. It has been shown that the 
bogie of the rotary excavator is exposed to very unfavourable stress and strain fields. 

The base fine model (Fig. 4) verified the existance of stress-concentration. The stress 
value in the cylinder increased from 14 to 24.5 kN/cm2 and in vertical plates from 10.5 to 
28.3 kN/cm2 (Fig. 5 and Table 1). Maximal deformation increased from 3 to 6.9 mm, and 
warping value from 0.3 to 0.75 mm. These values have substantially exceeded allowable 
values. The bogie modification could be done by adding the saw-plate between the 
cylinder and flange. The application of the saw-plate efficiently eliminates unfavourable 
behaviour of the cylinder and flange without perturbation of global behaviour of the 
considered construction. 
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Figure 4. Fine model of excavator bogie Figure 5. Stress field of bogie 0–28.3 kN/cm2

Table 1. Contribution of stresses and strains in the bogie for base/modified model 
Stress distribution [%] Base/modified model 
Membrane Bending 

Distribution of 
strain energy [%] 

Upper horizontal plate 14.7/14.8 7.0/10.9 16.1/20.4 
Lower horizontal plate 15. /15.7 6.2/6.3 18.7/20.9 
Cilinder + saw-plate 18.7/15.5 12.8/8.3 18.7/12.6 

Vertical plates 16.0/21.1 3.7/5.1 34.2/43.6 
Flange 0.9/0.6 4.9/1.6 12.3/2.5 
Total 65.3/67.7 34.7/32.3 100./100. 

 

3.3. Failure anlysis of the radi-axial bearing of the rotary excavator C700S  
During the warranty period, in service, radial-axial bearing of 5 m diameter failed due 

to damage of fixing on bucket wheel excavator C700 (Kolubara Metal Vreoci). The 
designer stated that the reason of failure was incomplete welding of diaphragms on the 
bogie. Finite element computation (Fig. 6) showed, apparently, that he was wrong and 
Kolubara-Metal had been released with significant expenses. 

Analyses of the stress field (Fig. 7) showed presence of 16% bending stress in the 
computation model with 6 DOF and 11% in the reduced model (based on verified good 
concept of designed geometry). Large strain and stress concentration is found around 
supports. Obtained results showed that the effect of improper welding was negligible. 

  
Figure 6. Model of excavator bogie C700S Figure 7. Stress field 
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Table 2. Strains and stresses 
Computation results Welded diaphragmas Unwelded 

4 supports 2.389 2.42 Deformation [mm] 3 supports 2.46 2.49 
4 supports 5.73 5.76 Stress [kN/cm2] 3 supports  6.27 7.43 

Table 3. Reduced model 
 3 DOF 6 DOF membrane 

Deformation [mm] 2.389 2.501 2.696 
Stress [kN/cm2] 5.73 6.74 6.25 

 

3.4. Failure analysis and reconstruction of the excavator platform ARS Kopel  
During service of slewing spreader platform ARS 1400/22+60+21 O&K, warping of 

some plates of the rotary platform (Fig. 8) occurred, requiring platform reconstruction. 

   
Figure 8. The half–model of the platform and deformation field 

The largest stress value (Table 4 and Fig. 9), the largest deformation energy, and stress 
concentration were situated in the vertical plates. This was also experienced in service. 
Increase of vertical plate thickness eliminated stress concentration and decreased the 
stress. Static behaviour was confirmed by computation of free oscillations (Fig. 10). 

Table 4. Percentual portions of stresses and deformation energy 
Element Load Membrane/Bend Deformation energy 

1 18.8/5.8 15.2 Upper plate 2 16.2/6.6 11.7 
1 15.8/4.3 15.0 Lower plate 2 15.0/4.9 12.5 
1 45.0/5.4 69.2 (39.7) Vertical plates 2 46.6/5.3 75.1 (41.8) 
1 3.1/0.6 0.5 Ribs of the upper plate 2 3.6/0.7 0.6 
1 0.7/0.6 0.1 Ribs of the lower plate 2 0.6/0.6 0.1 
1 83.6/16.7 100 Sum 2 82.0/18.0 100 
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Figure 9. Stress fields of the existing (left) and reconstructed (right) model 

  
f01 = 27.0 Hz   f02 = 29.59 Hz 

Figure 10. First two main modes of oscillation 

3.5. The modelling and computation of the excavator bogie-wheel 
Operating wheel behaviour diagnostics, recovery and reconstruction of the excavator 

C700S O&K (Kolubara Metal Vreoci) are presented in Figs. 11–13, and in Table 5. The 
bogie-wheel is loaded in bending and torsion. The hollow shaft is of the greatest influence 
in the wheel behaviour. 

Corona Cone 

 
Membrane and hollow 

shaft 
Assembled bogie wheel     

Figure 11. Model of the bogie-wheel 
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Figure 12. Contour, supports, and loading Figure 13. Stress field of the bogie-wheel 

Table 5. Percentual portions of stresses and deformation energy 
Element Membrane/Bending stress Deformation energy 
Corona 0.8 0.5 2.3 
Cone 14.1 2.5 7.4 

Membrane 13.5 0.5 6.2 
Hollow shaft 22.5 45.6 84.1 

Sum 50.9 49.1 100 
 

3.6. Diagnosed behaviour of the rotary excavator cantilever (C700S) 
Fracture of some elements of the supporting cantilever of the bucket wheel excavator 

SchRs 630 (Kolubara Metal Lazarevac) appeared in service, due to the appearance of 
resonant frequencies with oscillation amplitudes up to 60 cm, disturbing the cantilever 
dynamic behaviour. 

The construction consists of one beam element and three bar elements: tie, yoke, and 
cylinder, as modelled in Fig. 14. Strain energy is distributed as follows: beam 72.2%, tie 
16.6%, cylinder 10.5%, and yoke 0.5% (Fig. 15). 

tie

beam

yoke

cylinder

 
Figure 14. Plane model of the cantilever Figure 15. Cantilever strain – fmax = 10.4 cm 

Static computation reveals that declination of the beam is too big at the joint support; 
the axial force in the tie and cylinder is high, but in the yoke is minor; bending moment in 
the part of the beam linked to the yoke is high; and strain energy of the beam is dominant. 

Dynamic computation has shown that the first two frequencies are low, close to each 
other (Fig. 16) and coincide with the static deformation; the factor of dynamic amplifica-
tion is too large; both the imaginary part of frequency characteristic and strain energy 
dominate in beam and in external masses (system is unstable), Tables 6–8, Figs. 17–19. 

  
f01 = 1.58 Hz f02 = 1.81 Hz f03 = 4.30 Hz f04 = 8.25 Hz 

Figure 16. First four main modes of oscillations 
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Table 6. Percentual portions of potential and kinetic energy 
Potential/kinetic energy Structural elements f01 = 1.58 Hz f02 = 1.81 Hz 

beam 80/35 90/16 
tie 12/3 6/1 

cylinder 8/0 4/0 
yoke 0/0 0/0 

external mass 62 73 

Table 7. Percentual distribution of the strain energy Ed

Elements SA00 SA10 SA20 SA01 SA11 SA02 SA12 
Σ 1418 647 709 669 310 551 287 

beam 72.2 59.3 60.4 49.2 21.3 41.8 15.3 
tie 16.8 3.4 2.6 26.8 8.3 28.5 10.2 

cylinder 10.5 23.0 22.9 22.3 48.1 27.1 51.9 
yoke 0.5 3.3 3.4 1.7 5.6 2.6 6 

new tie - 11.0 10.7 - 16.7 - 16.5 
fill - - 0 - - - - 

 

Table 8. Natural frequencies of considered variants (in Hz) 
 DA00 DA10 DA20 DA01 DA11 DA21 DB00 DB20 

f01 1.58 2.03 2.23 1.62 3.04 3.05 1.61 2.58 
f02 1.81 2.38 4.64 2.33 3.92 6.3 3.22 6.94 
f03 4.30 4.19 9.43 3.08 6.03 9.22 9.31 12.27 

 

 
Figure 17. Frequency response for vertical excitation in the node of linking tie, yoke, 

and cylinder (left), and the response on the left part of the beam – DA00 (right) 

 
fmax = 10.4 cm fmax = 7.57 cm fmax = 5.55 cm  fmax = 3.62 cm 

Figure 18. Geometry and deformation of some model variants 
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Figure 19. Frequency response – DB00 

It is concluded that the implementation of new ties and the filling has been a reason-
able solution in this case. 
3.7. Crash effect analysis of the rail tank car for acid transportation 

Three tank cars fell out of railway tracks in a crash. Elements of bogies and links 
between the cylinder and bed, and also the cylinder tank, have suffered local plastic 
deformation. The possibilities of future use of tank required some decision making and, 
accordingly, defining necessary operations for eliminating crash consequences. Models of 
deformed elements are presented in Fig. 20. The computational model is given in Fig. 21, 
and tank deformations and stress fields for critical elements are shown in Fig. 22. 

  
Lateral longitudinal beam Head transversal beam Central longitudinal beam Diagonal beam 

 
Tank Saddle Diagonal plate and saddle – bed and tank link 

 
Longitudinal beam Lower bed 

            
Main transversal beam 

Figure 20. Models of deformed elements after tank car crash 
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Figure 21. Computational models for tank car 

 
Stress field of tank,  
0–20 kN/cm2, step 2 

Stress field of the lower bed,  
0–20 kN/cm2, step 2 

Stress field of the tank, 
0–14 kN/cm2, step 2 

Figure 22. Tank deformations in the moment of crash (left) and stress fields 

The assumed load for calculation is the impact force of 600 kN on the tank car buffer. 
Equivalent maximum stress in the crash was of modest value, 20 kN/cm2. Based on stress 
and strain fields, and on load distribution and strain energy, it is possible to conclude that 
the most important part of impact-energy was acquired by the car buffer. Nevertheless, 
compressed elements and elements of bed could lose geometrical stability. Based on 
previous consideration it was concluded that further tank exploitation is feasible. 
3.8. Analysis of the behaviour of bogies on the train composition JZ 412-416 

After several years of service, the electric-motor driven train composition JZ 412-416 
(ŽTP Beograd), and the electric locomotives 441 and 461, and their bogies, exhibited 
some unfavourable behaviour. 

The structure of the bogies consists of several parts as shown in Fig. 23. 

 
Frame, primary suspension and 

pull-bar 
Cradle and secon-
dary suspension 

Model, loading, and supports of the bogie 

Figure 23. Models of bogie compositions 
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The joint between the bogie and the stabiliser was unfavourably stressed at 29 kN/cm2. 
The ratio between membrane and bending stress was 22/78, which is also unfavourable. 
Global behaviour of the construction, local behaviour, and stress concentration can be 
precisely obtained using plate model, Fig. 24. Obtained stress field is presented in Fig. 25. 

 

 

 
Figure 24. Plate model and deformation field 

 
Figure 25. Stress field 0–6.6 kN/cm2, with steps 0.5 

3.9. Modelling of the failure and recovery of storage tank (D = 20 m, H = 20 m) 
Failure of a storage tank occurred while proof pressure testing with air in plant “HIP,” 

in Pančevo. The structure consists of an internal storage tank anchored to the ground; the 
external tank is simply supported; with insulation (fiberglass) between the two tanks and 
pearlite between the roofs; anti-fire safety pipes. The tank model is given in Fig. 26, and 
elements for analysis in Fig. 27. Based on this, the tank has been syccessfully recovered. 
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Figure 26. Model of the tank 

 
Tank model substructures 

Stress field at the moment 
of failure 

Deformation field at the 
moment of failure 

Figure 27. Elements of analysis, enabling the recovery of tank 

3.10. Stress field in a pressure vessel 
After several years of service, cracks were detected in a pressure vessel exposed to 

internal pressure of 30 bar and temperature 200°C. The vessel, diamter D = 2000 mm, 
height H = 6000 mm, and wall thicknes t = 24 mm, has been used for coal drying in the 
company plant “Kolubara prerada” in Lazarevac. Stress analysis has been requested for 
the analysis of crack origin. It was found that an important part of strain energy is distrib-
uted in upper and lower parts of the shell (20.1% + 39.2% = 69.3%) and in upper (20.1%) 
and lower cupola (8.6%). Membrane stress is dominant (90.4%): in upper cupola 15.8%, 
in upper part of shell 24%; in lower part 19.2%; and in supports 27.7%. The computation 
showed bad stress distribution and corresponding poor behaviour of the pressure vessel. 
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Figure 28. Model for stress analysis of cracked pressure vessel 

3.11. Recovery of the rotary furnace  
The computation of thermal and mechanical loading of the rotary furnace No. 3 in the 

Cement Factory in Beočin had been required for analysis of crack significance, detected 
in critical shell part (see Fig. 29). 

Maximum stress and stress concentration are found to be around the elliptical hole 
(Fig. 30), the stress in the critical zone is very high (30 kN/cm2), but only of membrane 
type (Table 11) and without stress concentrations. With this data, analysis is performed 
for two positions of the cone (old and new) and three shell thicknesses t (6, 8, and 
2.5 cm), in five variants: model A – cone new position and t = 6 cm; model B – cone old 
position and t = 6 cm; model C – cone new position and t = 8 cm; model D – cone old 
position and t = 8 cm; model E – cone new position and t = 2.5 cm. 

The analysis showed dominant effects of membrane stress and obtained results are 
stated as follows: the new position of the cone decreases stress for 5%; increase of plate 
thickness in the critical zone from 6 to 8 cm has decreased the stress for 5%, incorpora-
tion of the new ring in the critical zone is beneficial. When loading is applied to the 
whole ring, the maximal stress increases 30%. 

The proposed recovery has been accomplished and the furnace was successfully 
placed back in service. 
3.12. Reconstruction of sleeve at the entrance of limestone–mill “UNIDIAN” 

The structure of limestone–mill “UNIDIAN”, Cement Factory in Beočin, consisted of 
a cylinder with two sleeves situated at saddle supports, was prone to failure. In order to 
eliminate the possibility of failure, the behaviour of the existing solution of the sleeve at 
the entrance has to be analysed by modelling the structure and sleeve in one cross-section 
(Fig. 31). Weak elements are the sleeve and support, since the existing saddle support 
unfavourably affects the sleeve. Welded joints must not be performed on the sleeve cylin-
der because of great bending stress (but if necessary, welding may be performed only in 
the longitudinal direction at cylinder ends). Sudden change in stiffness must be reduced 
by obtaining the influence when changing the sleeve cylinder thickness. 
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Joint element Cone Part of the tube with elliptical holes 

 
Part of tube from the entrance to elliptical holes Remainder of the tube 

Figure 29. Models of the rotary furnace (up) and its parts 
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Stress field 0–40 kN/cm2 with step 5 

 
Stress field in the critical zone 0–40 kN/cm2 with step 5 

 

σ = 25 kN/cm2

 

σ = 35 kN/cm2

Figure 30. Partial stress of the critical zone 

Table 11. Stress in the critical zone [kN/cm2] 
Membrane stress Bending stress Equivalent stress Variant σx σy τxy σx σy τxy σ 

A 28.81 -3.87 -1.60 -5.47 -1.64 -0.17 35.54 
B 28.70 -5.35 -1.75 -6.81 -2.04 0.15 37.42 
C 25.53 -3.66 -1.56 -5.62 -1.68 -0.20 32.26 
D 25.51 -5.14 -1.72 -6.48 -1.95 0.19 33.86 
E 40.25 -4.24 -1.63 -4.40 -1.32 -0.11 46.26 
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Model of the limestone-mill 

  fmax=2.70 cm

ΣGi=640 kN

R

 
Stress field of sleeve and shell   Model contour, loading and deformation 

Figure 31. The analysis for reconstruction of the sleeve of limestone-mill “UNIDIAN” 

Considered model variants are: changed sleeve cross-section area and thickness in the 
saddle support zone, δ1 from 2.75 to 6 cm; and next to this zone, δ2 from 4.5 to 7.5 cm 
(Fig. 32). 

Based on computational results, presented in Fig. 33 and in Table 12, for this type of 
support, the thickness of the sleeve cylinder had dominant effect on the stress field. The 
stress value had decreased 3 times, the stress concentration is reduced, changes in stiff-
ness are reduced and welding had been performed in the longitudinal direction. Model B, 
from Table 12, has been accepted and made, enabling the successful functioning of the 
sleeve. 

δ1

 δ4

 δ3 

δ2

 h2

 h1 

 l1

δ1=2.75 cm, δ2=4.50 cm, δ3=3.75 cm, δ4=7.50 cm, 
h1=10.0 cm, h2=35.5 cm l1= 85 cm

F=30 kN

27.0

 27.5  
Stress 0–27.5 kN/cm2     Stress 0–10 kN/cm2Figure 32. A variant of sleeve cross-section 

Figure 33. Stress field on old and new model 
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Table 12. Computational results 

Models and variants Thickness 
δ1 [cm] 

Thickness
δ2 [cm] 

Max. D
[cm] 

Max. stress 
kN/cm2

Max. stress 
sleeve 

Model A var 1 2.75 4.50 2.70 27.5 27.5 
var 2 4.05 5.75 2.66 16.9 15.0 
var 3 6.00 7.75 2.62 16.9 10.0 

Model B var 1 2.75 4.50 2.72 25.7 25.7 
var 2 4.05 5.75 2.67 16.9 16.0 
var 3 6.00 7.75 2.63 16.9 10.0 
var 4 5.00 6.65 2.65 16.9 12.0 
var 5 5.50 6.65 2.65 16.9 11.0 
var 6 5.75 7.50 2.63 16.9 10.0 

Model C var 1 4.50 4.50 2.68 16.9 16.0 
var 2 5.75 5.75 2.65 16.9 11.5 

Model D var 1 4.50 6.25 2.66 16.9 14.0 
var 2 5.75 7.50 2.64 16.9 11.0 

 

3.13. Recovery of the fractured tooth (containing cracks) 
In order to define recovery procedures, if possible, two 3D models of 5 teeth (0 and 1 

in Fig. 34) and the stress distribution have been analysed after gear-wheel failure in the 
Cement Factory mill, in Beočin. The behaviour of the fractured tooth part (170 mm in 
length) has been correlated to the entire tooth length of 650 mm behaviour (without 
cracks). Note that the position of the stress lines is similar in both cases (the stress in 
model 1 is about 20% higher than in model 0, Table 13). So it is concluded that the frac-
tured tooth can be in function. 

The fine 3D model consisted of 13 869 nodal points and 11 352 volumes. It confirmed 
the conclusion obtained using the first model. 

 
Stress 0–14 kN/cm2 Model 0 Model Model 1 Stress 0–14 kN/cm2

Figure 34. Models and stress fields in loading 2 

Table 13. Stress ratios of models 0 and 1, at two loading conditions 
Maximal stress [kN/cm2] Loading 1 Loading 2 

Model 0/Model 1 7.8/10 26/32.8 
 

To get more closer insight, the fine 2D model of a single tooth is also prepared and 
analysed. Obtained results are presented in Fig. 35 and in Table 14. The zone, which must 
not have cracks, is the area limited within the lines at a distance of about 25 mm from the 
top of the tooth and about 15 mm from the side of the tooth (see Fig. 36). 

The fine 2D model of five teeth with appropriate supports and loads confirmed results 
obtained by the single tooth model. 
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Fine 2D model Stress lines 1–7 kN/cm2 

with step 0.1 
Model 0 Model 1 

Figure 35. Analysis of fractured tooth, stresses 0–37 kN/cm2 with step 3, 
zones which have to be without cracks 

Table 14. Percentual distribution of stress and deformation energy 
Stress Zones of the tooth Normal Shearing

Deformation 
energy 

Bottom of the tooth 21 11 42 

First zone from the side of the tooth, 
width 1 cm and height 1.5 cm 31 13 49 

Second zone, 
width 5 mm and height 14 mm 9 5 6 

Third zone, 
width 5 mm and height 0 mm 4 2 2 

Middle of the tooth-triangle with base 
of 26 and height 28 3 1 1 

Total 68 32 100 
 

  
Figure 36. Fine 2D model of five teeth, stress lines 1–7 kN/cm2, step 0.1, 

zones which have to be without cracks (right) 

3.14. Recovery and reconstruction of excavator SchRs800 O&K structure 
Substructures of the excavator SchRs800 O&K, operating in power plant Kostolac 

Drmno are consisted of: longitudinal shaped plates of the upper platform between top and 
bottom platform plate; cross plates and upper platform diaphragm between top and 
bottom plate of the upper platform; cylinder on the radial-axial bearing point; bottom 
platform plate; top platform plate; “П” column. 

It has been proposed to recover and reconstruct the substructure in the following way: 
add around the existing cylinder a new one with diameter of 15 mm at distance of 25 mm 
from the old one and 240° around the periphery; to fit the curve beam of 40×80 mm 
cross-section on old cylinder external side and under the new one around the upper and 
lower cylinder perimeter and at a given angle; to reinforce part of longitudinal vertical 
external and internal plates to both pillar sides (thickness 15 mm) with additional plates 
15 mm thick, and the diaphragm between pillar parts and cylinder with additional plates 
15 mm thick; to add two diaphragms between the front vertical plate (connection with 
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hydro-cylinder) and cylinder at 15° from linear axis (thickness 15 mm); to add four verti-
cal locators between the cylinder, top and bottom platform plate, at 30°, 45°, 75° and 
105° from hydro-cilinder linear axis connection; the existing location between the exter-
nal vertical longitudinal plate, top and bottom platform plate (at 90° from linear axis) is to 
be transformed in the diaphragm with outlet (thickness 15 mm); in upper parts of the “П” 
column frame insert two triangle locators 800×800×15 mm (three plates – front and back 
triangle, and longitudinal cross plate); on joint locator point for upper and lower pillar 
section add locators with vertical sections, that is horizontal partial plate with its locators 
15 mm thick. 

From three considered loading cases, the most severe one is selected as an example. 
The excavator superstructure construction is shown in Fig. 37. Considerable improve-

ment is achieved in the form of deformation and volume of the reconstructed excavator 
superstructure, as shown in Fig. 38. Stress field on both models is given in Fig. 39. Maxi-
mum stress is reduced for 27.27%. Stress concentration is minimized. 

 
Existing model 
fmax = 9.43 cm 

 
Reconstructed model 

fmax = 7.82 cm 
Figure 37. Excavator superstructure model Figure 38. Deformation field 

Data for diagnostics of structural behaviour are given in Table 15. They reffer to 
membrane and bending stress distribution, and also to normal and shear stresses and 
superstructure construction strain energy for the first loading case. It is seen that the 
bottom plate and cylinder are unloaded and vertical plates are loaded, as requested. 

The substructure recovery and reconstruction are successfully accomplished. 

  
Stress field 10–22 kN/cm2, step 1. 
Existing model: σmax = 22 kN/cm2

Stress field 10–16 kN/cm2, step 1. 
Reconstructed model: σmax = 16 kN/cm2

Slika 39. Stress fields of excavator superstructure model 
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Table 15. Diagnostical data for structural behaviour of excavator superstructure 
σmax [kN/cm2] memb/bend [%] σ/τ [%] Ed [%], [kNcm]  

Existing Recons Existing Reconstr. Existing Reconstr. Existing Recon 
Longitudinal  17 13 15.6/2.8 15.2/2.6 12.4/6 12/5.8 16.3 17.9 
Cross Plate 17 11 7.7/1 8.9/1.2 4.5/4.3 5.4/4.6 4.6 4.2 

Cylinder 22 13 7/2.3 5/1.9 5.6/3.5 4.4/2 4.8 4.2 
Bottom Plate 22 16 14.9/1.5 13.7/1.3 13/3.5 11.5/3 19.2 17 

Top Plate 20 14 12.9/2.4 12.7/2 12.2/3.1 11.5/3.2 17.5 17.6 
Column 14 13 27.8/3.9 28.3/4.3 20.5/11.4 21.2/11.3 29.3 28.1 
Beams    2.4/.4  3/0.1 8.3 11. 
Sum   86.1/13.9 86.3/13.7 68.2/31.8 69/31 13500 11200 

 

3.15. The analysis of crack significance on rotary furnace ring 
Cracks had been detected on the ring of furnace No 3 in Cement Factory Beočin. 

Crack significance analysis was required for the permission of continued service without 
repair. Inner diameter of the ring is 6000 mm, and thickness of 350 mm (Fig. 40). The 
ring 3D model is presented in Fig. 40, and the obtained displacement field in Fig. 41. The 
fine volume model produced 25% higher stress compared to plane ring model (Fig. 42). 

Simulated crack depth on the volume model was 10.7 cm. On the planar model the 
simulated crack depth of 26.8 cm is accepted (10 cracks with a step of 2.68 cm). Structure 
with initial crack a = 10.7 cm has been analysed in Fig. 43, and crack growth effects on 
parameters of concern, including crack opening displacement (COD) and crack tip open-
ing displacement (CTOD) is presented in Fig. 44. 

  
Figure 40. 3D coarse model of 

furnace ring 
Figure 41. Displacement field, fmax = 0.5 cm 

(no crack) 

    
σeq = 0–4.25 kN/cm2, step 1, without crack 2D model σmax

eq = 5.5 (10.5) kN/cm2
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Figure 42. Results for 2D ring model 



      
a1, σu/σs = 6/6.5 a2, σu/σs =7.5/7.5 a3, σu/σs = 11/11 a1, f = 0.544 cm a2, f = 0.571 cm a3, f = 0.65 cm 

  
Crack a1 = 10.7 cm, fmax = 0.55 cm Crack a1 = 10.7 cm, σeq = 0–4.375 kN/cm2

Figure 43. Stress and deformation, for crack lengths a1 = 10.7 cm, a2 = 15.72 cm, a3 = 26.8 cm 
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Figure 44. Crack growth effect on the behaviour of different parameters 



Extended analysis of crack behaviour has concluded that the 5 cm crack is not danger-
ous, but from 5 to 13 cm it will grow in a stable manner and beyond 15 cm, an unstable 
crack growth may be expected. It is concluded that the furnace can be used with detected 
crack of 10.7 cm for the next six months. After this period, measurements have shown 
that the crack length has reached 20 cm and further service was not allowed. 
3.16. Recovery of the rotary furnace ring 

In order to improve the design of the rotary furnace ring in the Cement Factory of 
Popovac, model analysis has been performed. The half rotary furnace model is presented 
in Fig. 45. The results of stress and thermal loading analysis (∆T = 100°C) are shown in 
Fig. 45, and in Table 16. 

    

 

 

 
Dead load effect on deformation (fmax = 0.353 cm) and 

stress (0–3.5 kN/cm2, step 0.5) 
Dead and thermal load effect on deformation (fmax = 

6.72 cm) and stress (0–15 kN/cm2, step 1) 
Figure 45. Model of the rotary furnace ring with deformation and stress 
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Table 16. Distribution of loading effects 
Element Ed

abs/Ed
rel Memb/Bend σ /τ 

Shell 10.2/5 27.2/19 37.9/8.3 
3.ring 49.5/23.5 6.8/9.6 14.6/1.7 

Tooth (Gear), 3.ring 32.8/40.7 0.7/0.1 0.6/0.2 
Element, 3.ring 5.3/4.9 5.2/11.3 13.7/2.8 

Weld 3.ring. 2.1/25.8 2.6/5.8 7.1/1.3 
1 + 2 ring 0.1/0.1 5.6/6.1 9.4/2.3 

∑ 100/100 48.1/51.9 81.6/18.4 
 

For the verification of obtained results, the results for existing and modified rings are 
compared in Fig. 46 and in Table 17 with the results obtained by the company Krupp–
Polysius. It is possible to conclude that the results for the modified model are close to that 
of the Krupp–Polysius model. 

 
Modifed model Krupp–Polysius model  σjoint

eq = 0–12.7 kN/cm2, 
step 1 

σjoint
eq = 0–12.6 kN/cm2, 

step 1 
Figure 46. Compared modified and Krupp–Polysius models 

Table 17. Results of calculation (model, deformation [cm], stress [kN/cm2], energy) 

Model Modification 
model 

Existing 
model 

Krupp-Polysius 
model 

Max. deformation 1.66 1.66 1.58 
Max.σjoint

eq/σelement
eq  12.7/13 13.1/16.6 12.6/17.5 

Shell σjoint
eq/σelement

eq 4/4.5 13.1/13.8 4/4.3 
Weld σjoint

eq/σelem
eq 12.7/13 13.1/13.8 12.6/14.8 

Element σjoint
eq/σelem

eq 9/10.5 8/10 12.6/17.5 
Ring σjoint

eq/σelem
eq 5/5.1 5/5.7 4.5/4.9 

Tooth σjoint
eq/σelement

eq - /2.5 - /3.9 - /3.3 
Deformation energy [kNcm] 2400 2460 5330 

Membrane/Bending [%] 51/49 43/57 34/66 
σ/τ stress [%] 87.5/12.5 87.5/12.5 86/14 
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SINTAP – STRUCTURAL INTEGRITY ASSESSMENT PROCEDURE 

Nenad Gubeljak, Faculty of Mechanical Engineering, Maribor, Slovenia  
Uwe Zerbst, GKSS Research Centre, Institute of Materials Research, Geesthacht, Germany 

INTRODUCTION 

The SINTAP procedure is used in the interdisciplinary Brite-Euram project aimed to 
examine and unify the fracture mechanics based flaw assessment and has been propose as 
a procedure which should form the basis of future European standard [1]. Among many 
other publications a special issue of the journal Engineering Fracture Mechanics 67, 2000, 
pp. 479-668, contains a number of papers, which describe the main features of the SINTAP 
procedure. In the SINTAP procedure the implicit background assumption is that the com-
ponent is defect-free. In this case, when assumed crack or crack-like flaw affects the load 
carrying capacity, the fracture mechanics principles have to be applied. Then the com-
parison between external effects and the material capacity has to be carried out on the 
basis of crack tip parameters such as the linear elastic stress intensity factor, K, the J inte-
gral or the crack tip opening displacement (CTOD). As a result, the fracture behaviour of 
the component can be predicted in terms of a critical applied load or a critical crack size. 

Standard solutions for the crack tip parameters are available for specimens for measur-
ing the material’s resistance to fracture. As long as the deformation behaviour of the 
structural component is linear elastic, the relevant parameter in the component, K, is 
available in comprehensive compendia of K factor solutions [2,3,4,5]. If the component 
behaves in an elastic-plastic manner the situation is much more complex because the 
crack tip loading is additionally influenced by the deformation pattern of the material as 
given by its stress-strain curve. This makes the generation of handbook solutions an 
expensive task. To a limited extent this task has been accomplished for a few component 
configurations, [6]. SINTAP procedure also includes solutions for cracked plates, bars, 
and pipes of different loading configurations and crack positions. The overall structure of 
SINTAP is shown in Fig. 1. For more details see Refs. [7,8]. The aim of this lecture is to 
give a basic principle of SINTAP procedure, applied to a fractured forklift as an example. 

1. SINTAP PROCEDURE 

The SINTAP procedure is based on fracture mechanics principles, as shown in Fig. 2. 
If two of the input parameters are known, the third can be determined theoretically. This 
principle allows for different tasks of a fracture mechanics analysis: 
• A crack is detected in a component during service. The question to be answered is 

whether this crack will lead to component failure or not. In certain circumstances the 
critical state can be avoided by reducing the load. 

• In the design stage a component can be set-off with respect of a hypothetical crack, the 
dimensions and position of which have to be chosen such that the crack will be detected 
by non-destructive testing (NDT) in the final quality control, or in-service. 

• Vice-versa, critical crack dimensions for subsequent NDT testing can be determined. 



 
Figure 1. Overall structure of the SINTAP procedure, [9] 

 
Figure 2. Fracture mechanics principles in design 

The procedure for determining the critical crack size is illustrated in Fig. 3. Some 
basic items of SINTAP application will be addressed following this flow chart. Although 
some features and analysis steps shown in the flowchart will not be applied to fractured 
forklift analysis, they will be presented briefly because they provide important informa-
tion for many other cases of failure analysis. 

In order to determine a critical crack size the following input information is required: 
• geometry and dimensions of the component, 
• applied load, including secondary load components, such as residual stresses, 
• information on crack type and orientation, and 
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• the stress-strain curve and fracture toughness of the material. 



 
Figure 3. Flow chart for the determination of critical crack size using European SINTAP 

1.1. Geometry and dimensions of the component 

Component geometry and dimensions may vary, but from the analytical-handbook 
they are necessary for analysis. As an example, the geometry of the fractured fork is a 
thick plate (Fig. 4). The dimensions of the fractured cross section are shown in Fig. 5. 
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Figure 4. Geometry and dimensions of the fractured forklift (all measures in mm) 

 
Figure 5. Geometry and dimensions of the fractured cross section (all measures in mm) 

1.2. Applied load including secondary load components 

In the SINTAP procedure the applied load can be introduced as a single load such as a 
tensile force, a bending moment, or internal pressure. The stress distribution analysis, i.e., 
determined by finite element method (FEM) is valuable, Fig. 6. Note that such a stress 
distribution profile refers to the component without crack. In the considered case of frac-
tured fork, the loading type is predominant bending, that has allowed the application of a 
simple analytical model for determining bending stress. However, in order to also consi-
der the membrane stress component, finite element analysis yielded the stress profile 
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shown in Fig. 7, which is characterized by stress values σ1 and σ2 at the front and back 
surfaces of the plate. Based on these data, a bending stress and a membrane stress com-
ponents are determined as: σb = 209 MPa; σm = 2 MPa. 

These values correspond to one half of the design nominal load (35 kN) for the fork. 

 
Figure 6. Distribution of membrane and bending stresses through thickness 

 
Figure 7. Stress distribution across the fork section containing the crack (all measures in mm). 
Membrane stress component: σm = 0.5(σ1 + σ2). Bending stress component: σb = 0.5(σ1 − σ2) 

In the present case only primary stresses had to be considered. In practice there are 
many cases, e.g., weldments – where these have to be completed by secondary stresses. In 
general, primary stresses arise from mechanical applied loads including the weight of the 
structure whereas secondary stresses are due to suspended stresses. Typical examples of 
secondary stresses are welding residual stresses. Secondary stresses are insignificant for 
common strength analyses because they are self equilibrating across the section. This is, 
however, no longer true when the same cross section contains a crack. In such a case, 
secondary stresses can be a major loading component which has to be considered in any 
analysis. In SINTAP, secondary stresses are taken into account in determining the K 
factor but not in determining the limit load, FY, or the degree of ligament plasticity, Lr. 
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1.2.1. Linear-elastic deformation behaviour 
For linear-elastic deformation behaviour the crack tip loading can simply be deter-

mined by superposition of the K factor due to primary, and the K factor due to secondary 
stress, provided the crack opening mode is identical: 

I II
p sK K K= +  (1) 

1.2.2. Elastic-plastic deformation behaviour 
In the general case, assessment is more complicated since interaction effects between 

primary and secondary stresses must be taken into account. Secondary stresses cannot 
cause plastic collapse, however, they may well contribute to plastic deformation. If they 
reach yield strength magnitude, the resultant crack tip loading is larger than KI

p + KI
s. 

On the other hand, secondary stresses may be partly relieved due to relaxation effects 
introduced by ligament yielding. The interaction effect is modelled by a correction term 
ρ, which is defined in the Fracture Assessment Diagram (FAD) approach as: 
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and in the Crack Driving Force (CDF) route as, 
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The quantity ρ characterizes the difference between actual crack tip loading and crack 
tip loading which would result from simple superposition of KI

p and KI
s. By using 

p
ref

r
Y

L
σ
σ

=  (5) 

it is dependent on the ligament of plasticity, Lr (which is a function on primary loading), 
and on the magnitude of secondary stresses, and on the equation applied for f(Lr). There-
fore, it is possible to determine the correction term ρ from plot in Fig. 8. 

Secondary stresses are not significant for analysis performed here, but they shall be 
mentioned without going into details. Note, that the SINTAP procedure gives guidance 
for the treatment of secondary stresses. 

 
Figure 8. Determination of the correction term ρ on the treatment of secondary stresses 
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1.3. Crack type and orientation 

Fracture mechanics analysis makes a difference between the through crack, embedded 
crack, and surface crack. Real crack shapes are idealized by substitute geometries such as 
rectangles, ellipses, and semi-ellipses. The idealization has to been done such that crack 
tip loading will be overestimated. Sometimes a crack or cluster of cracks have to be re-
characterized if they interfere one with each other, or with a free surface. Real, irregular 
cracks are modelled by “ideal” straight, elliptical, or semi-elliptical cracks with dimen-
sions defined by their envelope rectangles, as shown in Fig. 9. Most important is that the 
idealized flaws yield conservative results of FE analyses, as compared to the original 
crack. A cluster of multiple flaws may interact. If multiple cracks are located close to 
each other in the same cross section, they will be more severe than single cracks. This is 
taken into account by interaction criteria. If the spacing between single cracks is less than 
a certain value they have to be replaced by a larger crack, like if they have already 
coincided, as shown in Fig. 10. In a similar way the interaction effects between cracks on 
free surfaces are treated. 

 
Figure 9. Defect idealisation  

 
Interaction criterion (c1 < c2): s ≤ 2c1 for a1/c1 or a2/c2 > 1, s = 0 for a1/c1 and a2/c2 ≤ 1 

 
Interaction criterion: s ≤ (a1 + a2) 
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Figure 10. Defect idealisation of multiple flaws 



In the present case of fork, the two edge cracks have been substituted by one through 
crack with dimensions which include the hole diameter as given in Fig. 11. For simplicity 
the crack is assumed to be of constant length, 2c, over the wall thickness. 

 
Figure 11. Definition of the idealized crack dimension 2c 

Usually, the crack plane is assumed to be perpendicular to the larger of the two 
principle stresses. In some cases, however, a real crack will not grow within this plane 
because of mechanical reasons, i.e. both principal stresses are of a magnitude of the same 
order, or because of the material heterogeneity. In such cases a more complicated mixed-
mode analysis has to be carried out. In the present case the situation is quite simple 
because the maximum principle stress direction is identical to the axis of the fork. 

In the flow chart in Fig. 3 the crack dimensions are introduced as input data. Actually, 
this refers to a default crack size, which is then varied iteratively. In each iteration step 
one should conclude whether the actual crack size is critical or not. 

1.4. Homogeneous or strength mismatched configuration 

Mismatch of strength means that in the welded joint, the base plate and the weld metal 
are of different strength, with the consequence of local strain concentrations within the 
weaker area if the yield strength of weld metal differs more than 10% from that of the 
base metal; if this difference is bellow 10%, the use of SINTAP procedure for homoge-
neous material (base plate) is recommended. The weld metal is commonly produced with 
yield strength, σYW, greater than that of the base plate, σYB. In Fig. 12b this case is desig-
nated as OverMatching (OM) with the mis-match factor M, 

1YW

YB
M σ

σ
= >  (6) 

UnderMatching (UM) (Fig. 12a) is defined by 
1M <  (7) 

 
Figure 12. Definition of strength mismatched configuration 
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The mechanical consequences of mismatch are obvious from Fig. 13. Overmatching 
reduces the strain in the weld metal as compared to the base plate, thus leading to a 
shielding of a defect in the weld metal. Undermatching gives rise to a strain concentration 
in the weld metal. 

There are, however, many cases where strength mismatch is of paramount interest. 
The mismatch plays an important role: 
• in fracture toughness of the material (weld metal and base metal), (Kmat, Jmat, CTODmat), 
• in stress intensity factor solution (KI), in linear-elastic and elastic-plastic deformation 

behaviour, and 
• in the limit load solution given by appropriate terms (FY, pY, σref, etc.) 

Therefore, the SINTAP procedure offers separate assessment options for the analysis 
of such cases. For the present example mismatch does not play any role. 

 
Figure 13. a) Undermatching (UM) gives rise to a strain concentration in the weld metal; 
b) Overmatching (OM) reduces the strain in the weld metal as compared to the base plate 

1.5. Plastic limit load FY
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The plastic limit load of the component with crack is one of the key parameters of the 
SINTAP analysis. Here some remarks are due. In solid mechanics the limit load is usually 
determined for ideally plastic materials. When the limit load is reached the deformation 
becomes unbounded over the cross section. Real materials, however, work harden with 
the consequence that the applied force can increase beyond the value given by the non-
hardening limit load. Therefore, in the frame of a fracture mechanics analysis it has to be 
distinguished between a plastic collapse load which is identical to the maximum load 
which the structure with a crack can sustain and a net section yield load which refers 
roughly to that load at which the still unbroken ligament ahead of the crack is first fully 
plastic and the local load-deformation curve becomes nonlinear. This parameter as desig-
nated above is the plastic limit load FY. In practice it is usually determined under the 
assumption of an ideally plastic material inserting the yield strength as the maximum 



sustainable stress. This is supposed to represent the attainment of net section yielding, i.e. 
each point in the ligament ahead of the crack is supposed to have just reached the yield 
condition. This is correct for the ideally plastic material, however, for hardening materials 
some points are still under elastic deformation condition. Therefore, the thus determined 
value of FY represents a lower bound to the real yield load of component materials. 

Within the SINTAP procedure a compendium of limit loads is provided. Other compi-
lations are available in literature, e.g. in [11]. For cases, which are not covered by this 
compilation, conservative estimates are possible based on substitute geometries. In such 
cases the stress profiles in the components without crack are taken as input information. 

Within the SINTAP procedure a loading parameter Lr is used which is defined as the 
ratio of the applied load F and the limit load FY, or respectively as the ratio of an applied 
net section stress σref and the yield strength of the material, σY, (Fig. 14): 

r Y refL F F σ σ= = Y  (8) 
the latter being given as σY = ReL for materials with, and σY = Rp0.2 for materials without a 
Lüders plateau. 

The reference stress of the plate geometry considered within this paper can easily be 
determined as 

2
21

1 (2 ) 3 9
b b

ref mc W
σ σσ σ
⎧ ⎫⎪ ⎪= + +⎨ ⎬− ⎪ ⎪⎩ ⎭

 (9) 

1.6. Stress intensity factor (K factor) 

As in the case of the limit load, numerous solutions for K factors are available in 
compendia, e.g. [2,3]. The SINTAP procedure provides its own compilation of such solu-
tions. Stress intensity factors can be determined for single loads such as forces, bending 
moments, internal pressures etc., as well as for stress profiles. The latter alternative 
allows handling geometrically complex components by using substitute structures, i.e. the 
stress profile is determined for the real structure without crack, whereas the determination 
of the K–factor is based on a simpler geometry like a plate, cylinder, etc. The K factor for 
the fork in the present paper was determined by 

I ( , ) ( )m m b bK c F c f fπ σ σ= +  (10) 
where fm and fb are shape functions being defined for a plate with a through crack. They 
are fm

A = 1 and fb
A = 1 for point A, and fm

B = 1 and fb
B = –1 for point B. 

1.7. Correction function f(Lr) 

Under conditions of small scale yielding (roughly up to 0.6 times the limit load) a 
fracture mechanics analysis can be based on the linear-elastic K factor. This is, however, 
not possible for contained and net section yielding where the plastic zone is no more 
limited to a small region ahead of the crack tip. Under this condition any application of 
the K concept would lead to a significant underestimation of the real crack tip loading in 
terms of the J–integral or CTOD. Irrespective of this general statement the application of 
a formal K concept becomes possible when the linear-elastic K factor is corrected with 
respect of the yield effect. This is essential of the correction function f(Lr). With respect 
of f(Lr), the SINTAP procedure is structured in a hierarchic manner consisting of various 
analysis levels constituted by the quality and completeness of the required input informa-
tion. Higher levels are more advanced than lower levels: they need more complex input 
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information but the user is “rewarded” by less conservative results. An unacceptable 
result provides a motivation for repeating the analysis at the next higher level rather than 
claiming the component to be unsafe. The SINTAP standard analysis levels are: 
Basic Level – Only the toughness, yield strength, and ultimate tensile strength of the material need 

to be known. Different sets of equations are offered for materials with and without 
Lüders plateau. 

Mismatch Level – This is a modification of the Basic Level for inhomogeneous configurations 
such are strength–mismatched weldments.  

Advanced or Stress-Strain Level – This requires toughness data and the complete stress-strain 
curve of the material. Both, homogenous and strength mis-
matched components can be treated. 

There are additional levels: 
Default Level – Only the yield strength of the material is required. The fracture resistance of the 

material can be conservatively estimated from Charpy data. 
Constraint Level – Within this level, the effect of loss of constraint in thin sections or predomi-

nately tensile loading on fracture resistance is considered. 
J–integral Analysis Level – This level includes a complete numerical analysis of defect structure. 

In the present paper the Default, Basic and Advanced Levels are applied. The accord-
ing equations f(Lr) for ferritic steels without Lüders plateau are: 
– Default Level 

( )
1 2

2 61( ) 1 0.3 0.7exp 0.6
2r r rf L L L

−
⎡ ⎤ ⎡ ⎤= + + −⎢ ⎥ ⎣ ⎦⎣ ⎦
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The fracture toughness is estimated in a conservative manner from Charpy data by 
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where Kmat is in MPa√m; specimen thickness B in mm; Charpy energy KV in J. 
In addition, SINTAP offers a correlation for the ductile-to-brittle transition based on 

Charpy transition temperature for 28 J. 
In the present analysis, Eq. (13) was applied for estimating fracture toughness from 

Charpy energy. 
– Basic Level 

1 2
2 61( ) 1 0.3 0.7exp( )

2r r rf L L Lµ
−

⎡ ⎤ ⎡ ⎤= + + −⎢ ⎥ ⎣ ⎦⎣ ⎦
  for  0 ≤ Lr ≤ 1 (15) 
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with Lr max being the limit against plastic collapse. 
– Advanced Level 
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Different to the Levels above, f(Lr) is a continuous function which follows the true 
stress–strain curve in a point-wise manner. Each value of σref is assigned to an Lr value by 

ref r YLσ σ=  (22) 
The corresponding reference strain εref is obtained from the true stress–strain curve as 

illustrated in Fig. 14. No distinction is necessary between materials with and without a 
Lüders plateau. On the other hand σref /εref values have to be available at Lr = 0.7/0.9/0.98/ 
1/1.02/1.1, and other values of Lr. 

 
Figure 14. True stress and strain in terms of the loading parameter, Lr 

1.8. The true stress–strain curve of the material 

The engineering stress–strain curve of the material is shown in Fig. 15. Five tests were 
carried out but only the lowest curve was used for SINTAP analysis. The mechanical 
properties derived from these curves are summarized in Table 1. With σ and ε designat-
ing the engineering stress and strain, the true stress and strain values, σt and εt are deter-
mined by 
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ln(1 )tε ε= +   and   (1 )tσ σ ε= + (23) 

 
Figure 15. Engineering stress–strain curves of the fork material 

Table 1. Mechanical properties obtained by tensile test and Charpy impact toughness values 
E 

GPa 
ν 
– 

Rp0.2
MPa 

Rm
MPa 

Ag
% 

At
% 

Z 
% 

N 
– 

2.1 0.3 

446 
448 
578 
474 
440 

720 
735 
754 
764 
716 

6.89 
8.89 
7,.52 
9.72 
6.74 

14.95 
18.19 
20.95 
19.48 
14.45 

53.60 
53.77 
59.05 
55.81 
52.59 

0.176 
0.192 
0.125 
0.187 
0.195 

 

1.9. CDF versus FAD analyses 

An important feature of the procedure is that the analyses can alternatively be based 
on a Failure Assessment Diagram (FAD) or on a Crack Driving Force (CDF) philosophy. 
Applying the FAD philosophy, a failure line is constructed by normalising the crack tip 
loading by the material’s fracture resistance. The assessment of the component is then 
based on the relative location of a geometry dependent assessment point with respect to 
this failure line. In the simplest application the component is regarded as safe as long as 
the assessment point lies within the area enclosed by the failure line. It is potentially 
unsafe if it is located on or above the failure line. In contrast to this, in the CDF route the 
crack tip loading in the component is determined in a separate step. It is then compared 
with the fracture resistance of the material. If the crack tip loading is less than the fracture 
resistance, the component is safe, otherwise it is potentially unsafe. 

Basic equations of FAD and CDF routes are set out in sub-sections 1.9.1 and 1.9.2 below. 
1.9.1. FAD route 

In the FAD route (Fig. 16), a failure assessment curve (FAC), Kr vs. Lr, is described 
by the equation 

( )r rK f L=  (24) 
To assess for crack initiation and growth, two parameters need to be calculated. The 

first one, Kr, is defined by 
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where KI(a,F) is the linear-elastic stress intensity factor of the defective component and 
Kmat is the fracture toughness. 



The second parameter Lr is defined by 
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where FY is the yield load of the cracked configuration. 

 
Figure 16. Failure assessment based on a FAD philosophy 

1.9.2. CDF route 

ent (CTOD = δ) is determined, which characterises the stresses and 
str

where Je and δe are the elastic values of the crack tip parameters which can be 
from the stress intensity factor K (a  

In the CDF route (Fig. 
opening displacem

17), an applied parameter such as the J–integral or crack tip 

ains ahead of the crack tip in a specimen or component: 
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with E′ being Young’s modulus in  stress and E/(1 – ν2) in plane strain. The 
ν is Poisson’s ratio. 

plane  quantity 

 
Figure 17. Failure assessment based on the CDF philosophy 
(The function f(Lr) is identical for the FAD and CDF routes) 
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In Eq. (2) the e K factor, Kmat. 
This quantity is o

fracture resistance of the material is used in terms of th
btained formally from the J–integral or CTOD by 

2 2(1 ) (1 )
y matmat

mat
EJ EK

σ δ
ν ν

= =
− −

 (31) 

The SINTAP procedure includes different analy main difference
ween these levels is the function f(Lr). It is defined s ch that lower levels can be app
eve

sis levels. The 
u

 bet-
lied 

n with relatively poor input information. Due to this, the output is more conservative 
as compared with more advanced levels which require more detailed input information, 
but “reward” the user with more realistic results. The Default Level is the lowest level of 
the SINTAP procedure. Its use is recommended only if no other data than the yield 
strength of the material and the Charpy data are available. 

The function f(Lr), which is the same for both FAD and CDF routes, is given by: 
– In cases where the material exhibits a Lüders strain 
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1.10. Fracture Toughness 

The fracture toughness was determined in terms of the crack tip opening displacement 
ritish standard BS 7448, Part 1, [10]. Four tests were carried 

ou

1.1

 Default Level assessment. 
Nine tests have been carried out at three temperatures. The result is summarised in 
Table 2. The SINTAP analysis was based on the minimum room temperature Charpy 
energy of 6 J. 

CTOD (δ) according to the B
t using three-point bend specimens at room temperature. The test setup is shown in 

Fig. 18, and a typical test record in Fig. 19. It shows typical pop-in behaviour. Pop-ins are 
cleavage fracture events disrupting the ductile tearing process. The crack is arrested 
subsequent to each pop-in. Note, however, that the specimen is subjected to displacement 
control in the test machine whereas in reality load control might occur. Usually the crack 
would not be arrested in such a case, but cause failure. Therefore, no benefit can be taken 
from the crack arrest following a pop-in which was specified as such by the test standard. 

For SINTAP analyses the lowest of the pop-in fracture toughness values was chosen. 
This was δc = 0.02 mm or corresponding Kmat = 49.7 MPa√m. 

1. Charpy energy 

Information on the Charpy energy is necessary for SINTAP



Figure 18. Test setup for determination of 
critical crack tip opening displacement 

 
Figure 19. Typical test record of a CTOD test 

Table 2. Charpy energy of the fork material at different temperatures 
Charpy impact toughness J/80 mm2

+10°C +20°C +50°C 
6; 6; 6 7; 6; 7 9; 8; 9 

 

2. FAILURE SSION 

The fork of a forklift is an el, level “1” and level “3”. 
In Figs. 20 and 21 the CDF and FAD analyses onstrated for a crack size of 

2c = 45.5 mm. This length corresponds to real crack length measured on the fractured 
22. It is shown that the higher analysis levels yield less 

fro

 ANALYSIS OF THE COMPONENT, RESULTS, AND DISCU

 example for using “Default” lev
 are dem

surface of fork, as shown in Fig. 
conservative results. The Default Level which uses fracture toughness values estimated 

m Charpy energy gives much lower critical loads than the higher levels. 
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Figure 20. CDF analysis of Fork assuming a crack width of 2c = 45.5 mm. Failure is predicted for 
an applied load of 15 kN (Default Level), 27.38 kN (Basic Level), and 29.9 kN (Advanced Level) 



 
Figure 21. FAD analysis of the fork assuming a crack width of 2c = 45.5 mm. The predicted 

failure loads are identical to those obtained by the CDF analysis in Fig. 20 

 
22. Real crack length measurement of the fractured 
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Figure fork 

According to Fig. 3 the analysis was repeated for stepwise increased crack sizes 2c. 
Critical crack size was then determined as the value of 2c that caused failure at half the 
nominal applied load the forklift was designed for. The bi-section was necessary because 
the forklift contained two forks. 

As the final result, the critical crack size was determined to be: 
• 2
• 2c = 33.2
• 2c = 35.6 mm (Advanced Level analysis). 

Compared to the real overall surface dimension of edge cracks, 45.5 mm, at failure 
(Fig. 22), the predictions were conservative by: 
• 77.28% (Default Level analysis) 
• 27.03% (Basic Level analysis) 
• 21.75% (Advanced Level analysis), 

c = 10.35 mm (Default Level analysis) 
 mm (Basic Level analysis) 
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this is not so much at the highest level because critical crack sizes are very sensitive with 
respect to the input information. At the highest level, the conservatism was mostly due to 
the simplified crack model used as substitute geometry (Fig. 11). 

It can be concluded that failure occurred as the consequence of inadequate design and 
not of inadmissible handling, such as overloading. The failure could have been avoided 
by applying fracture mechanics in the design stage. The SINTAP algorithm was shown to 
be an easy, but suitable tool for this purpose. 

CONCLUSIONS 

The basic principle of the recently developed European SINTAP procedure has been 
reviewed. The SINTAP procedure contributes towards the development of a fitness for 
service standard of the European Committee for Standardization (CEN). The SINTAP 
procedure was applied to or predicting 
the critical size . Assuming the 
loa

 in service. The results 

reases by increasing the quality of input data. 

 The Stress Analysis of Cracks Handbook. ASME Press, 

 mechanical heterogeneity 

gineering approach for elastic-plastic fracture 
rt NP-1931, EPRI, Palo Alto, CA. (1981) 

7. 

 the failure analysis of a cracked component, and f
of cracks on both sides of a bore hole in a fork of a forklift

ding by design, an overall critical crack size of 35.6 mm (including both cracks and the 
hole) was predicted at the highest analysis level, whereas the real fork had fractured in 
service after the overall crack size reached a length of 45.5 mm. This result has shown 
that inadequate design could give a sufficient account to failure without any need to 
imply further reasons such as inadmissible handling of the forklift

 procedure gives reliable conservative results of the example also showed that SINTAP
ecwhere conservatism (e.g. safety factor) d
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A NUMERICAL PROCEDURE FOR CALCULATION OF STRESS 
INTENSITY FACTORS AND ITS USE FOR LIFE ASSESSMENT OF 

STEAM TURBINE HOUSING OF THERMAL POWER PLANT 

G. Jovičić, M. Živković, M. Kojić, S. Vulović 
Faculty of Mechanical Engineering, Kragujevac, Serbia and Montenegro 

INTRODUCTION 

Studies of fracture mechanics emerged in the early twentieth century. Among a num-
ber of researchers, Griffith’s idea of “minimum potential energy” provided a foundation 
for all later successful theoretical studies of fracture, especially for brittle materials. But it 
was not until after World War II that fracture mechanics developed as a discipline. 
Derived from Griffith’s theorem, the concept of energy release rate, G, was first intro-
duced by Irwin, in a form more useful for engineering applications. Irwin defined an 
energy release rate or the crack extension force tendency which can be determined from 
stress and displacement fields in the vicinity of the crack tip rather then from an energy 
balance for elastic solid as a whole, as Griffith suggested. 

Conservation integrals in elasticity have been widely applied to fracture mechanics, 
among which the J integral is the most popular one. The J integral is path independent for 
elastic solids, and can be shown that the integral is identical to Irwin’s energy release rate 
associated with the collinear extension of a crack in elastic solid [1]. 

1. DETERMINATION OF FRACTURE PARAMETERS IN THE PAK PROGRAM 

1.1. Equivalent domain integral method (EDI) 

Rice [1] defined a path-independent J-integral for two-dimensional crack problems in 
linear and nonlinear elastic materials. As shown in Fig. 1, J is the line integral surround-
ing a two-dimensional crack tip and is defined as 

1 1 ,10
lim ( )
S S

j ij i jJ W u nδ σ
Γ → Γ

= −∫ dΓ ,  i, j = 1,2 (1) 

where W is the strain energy density given by 
1 1
2 2ij ij ijkl kl ijW Cσ ε ε ε= =  (2) 

and nj is the outward normal vector to the integration contour Γg around the crack tip 
(Fig. 1), σij is the stress tensor, εij is the strain tensor, Cijkl is the constitutive tensor and ui 
are components of the displacement vector. 

Knowles and Stenberg [2] noted that this can be considered as the first component of a 
vector  

,0
lim ( )
S S

k kj ij i k jJ W u nδ σ
Γ → Γ

= −∫ dΓ ,  i, j, k = 1,2 (3) 

which is also path independent. 
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Figure 1. Conversion of the contour integral into an Equivalent Domain Integral method (EDI)  

Helen and Blackburn [3] showed that 
2 2

1 2 I II I II*
1 ( 2 )J J iJ K K iK K

E
= − = + +  (4) 

where KI and KII are stress intensity factors for modes I and II, respectively. Thus, values 
of energy release rates (J1 and J2) for crack extension perpendicular and parallel to the 
crack, respectively, will be given by: 

2 2
I I

1 *

I II
1 *

2

K KJ
E
K KJ
E

+=

−=

I

 (5) 

where 

*

2

plane strain

plane stress
1

E
E E

v

⎧
⎪= ⎨
⎪ −⎩

  

Note that solution Eq. (5) is the intersection of a circle and hyperbola. Hence, there 
exists more than one pair of stress intensity factors. 

The contour integral (1) is not in a form best suited for finite element calculations. The 
contour integral is therefore recasted into an equivalent domain form. The equivalent 
domain integral method (EDI) is an alternative way to obtain the J-integral. The contour 
integral is replaced by an integral over a finite-size domain. The EDI approach has the 
advantage that effects of variable body forces can easily be included. The standard J-
contour integral given by Eq. (1) is rewritten, by introducing a weight function q(x1,x2) 
into the EDI. Hence, the following contour integral is defined 

1 ,1( )j ij i jW u m qδ σ
Γ

Ψ = − Γ∫ d  (6) 

where the contour is Γ = Γ0 + Γ+ – ΓS + Γ– (Fig. 1), mj is an outward unit vector normal to 
the corresponding contour (i.e. mj = njonΓ0 and mj = –njonΓS), and q is a weight function 
defined as q = 1 inside contour Γ, and q = 0 for the domain outside Γ (Fig. 2, Fig. 3b). 
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Figure 2. Weight function (q function) 

Taking the limit ΓS → 0 leads to 

0 0

0

,, ,,0 0

,, ,,0 0

lim ( ) lim ( )

lim ( ) lim ( )

S S
S S

S S S

kj ij i k j kj ij i k j

kj ij i k j kj ij i k j

W u m qd W u m qd

W u m qd W u m qd

δ σ δ σ

δ σ δ σ

+ − + −

+ −

Γ → Γ →Γ +Γ +Γ −Γ Γ +Γ +Γ −Γ

Γ → Γ → ΓΓ +Γ +Γ

− Γ = −

= − Γ − − Γ

∫ ∫

∫ ∫

Γ =

i k j

 (7) 

Since q = 0 on Γ0 and the crack faces are assumed to be traction–free, the above equa-
tion becomes 

,0 0
lim lim ( )
S S

k kj ijJ W u m qδ σ
Γ → Γ → Γ

= − Ψ = − Γ∫ d  (8) 

Applying the divergence theorem to Eq. (8), one can obtain the following expression 

, , , ,( ) ( )k ij i k kj j ij i k kj j
A A

J u W q dA u W qdσ δ σ δ= − + −∫ ∫ A  (9) 

where A is the area enclosed by Γ. Note that the second term in the above equation must 
vanish for linear-elastic materials [4,5,6], and it follows 

, ,( )k ij i k kj j
A

J u W q dσ δ= −∫ A  (10) 

This expression is analogous to the one proposed for a surface integral based method 
to evaluate stress intensity factors [4]. 

In 3D case the J–EDI integral is converted into a volume integral [5–8] as 

, ,
1 ( )k kj ij i k

V
jJ W u q

f
δ σ= − −∫ dV  (11) 

where f = (2/3)∆ with ∆ being the thickness of the 3D element in the crack front direction. 

1.2. Numerical evaluation of the J integral 

The J–integral evaluation in the PAK program is based on the domain integration 
method described above. A direct evaluation of the contour integral is not practical in 
finite element analysis (FEA) due to difficulties in defining the integration path Γ. The 
conversion of the contour integral to the domain integral is exact for the linear elastic case 
and also for the nonlinear case, if unloading does not occur [4]. 
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Since FEM calculations of displacements, strains, and stresses are based on the global 
coordinate system, the (Jk)global is evaluated first and then, if needed, transformed into 
(Jk)local. The above expressions are represented by local coordinates xk, (k = 1,2), which 
can be expressed in terms of global coordinates Xi by the transformation: 



( )i ij jx Xα θ= ( ) cos sin
sin cosij

θ θ
α θ

θ θ
⎛ ⎞

= ⎜ ⎟−⎝ ⎠
,  (12) 

The same transformation also holds for the Jk integral [10], i.e., 

1

1

( ) cos sin
sin cos( )

local

local

J
J

θ θ
θ θ

⎧ ⎫ ⎛ ⎞
=⎨ ⎬ ⎜ ⎟−⎝ ⎠⎩ ⎭

 (13) 

For sake of numerical implementation and computational efficiency within the FEM, 
Eq. (10) is evaluated in global coordinates. 

When the material of the considered structure is homogeneous and body forces are 
absent, the finite element implementation of Eq. (10) becomes very similar to that of the 
contour integral. The only difference is the introduction of the weight function q, when 
Eq. (10) is used. With the isoparametric finite element formulation, the distribution of q 
within the elements is determined by a standard interpolation scheme with use of shape 
functions hi: 

1

m
i i

i
q h Q

=
= ∑  (14) 

where Qi are values of the weight function at nodal points, and m is the number of nodes. 
Spatial derivatives of q can be found by usual procedures for isoparametric elements. 

The equivalent domain integral in 2D can be calculated as a sum of discretized values 
of Eqs. (10) and (11), [5]: 

elements 1
in

det
P

i
k ij kj

p k j n pA

u Xq m
pJ W w

X X
σ δ

η=

⎡ ⎤⎛ ⎞ ⎛∂ ∂∂= −⎢⎜ ⎟ ⎜∂ ∂ ∂⎢⎝ ⎠ ⎝⎣ ⎦
∑ ∑

⎞
⎥⎟
⎥⎠

  i,j,k,m,n = 1,2 (15) 

and the equivalent domain integral in 3D [5,7] is 

elements 1
in

1 det
P

i
k ij kj

p k j n pV

u Xq m
pJ W w

f X X
σ δ

η=

⎡ ⎤⎛ ⎞ ⎛∂ ∂∂= −⎢⎜ ⎟ ⎜∂ ∂ ∂⎢⎝ ⎠ ⎝⎣ ⎦
∑ ∑

⎞
⎥⎟
⎥⎠

  i,j,k,m,n = 1,3 (16) 

The terms within [·]p are evaluated at Gauss points with use of Gauss weight factors, 
for each point, wp. The present formulation is for a structure of homogeneous material in 
which no body forces are present. For the numerical evaluation of the above integral, the 
domain A is set from the set of elements about the crack tip. The domain A is set to 
contain all elements which have a node within a sphere of radius rd about the crack tip. 
Figure 3 shows a typical set of elements for domain A. This figure shows the contour plot 
of the weight function q for the elements. The function q is then easily interpolated within 
the elements using the nodal shape functions, according to Eq. (14). 

Function q(x) can be interpreted as a rigid translation of nodes inside Γ, while nodes 
on Γ remain fixed. The set of nodes moved rigidly is referred to as the rigid region, and 
the function q(x) as the shift function. PAK allows an automatic search for nodes of the 
rigid region. The first region consists of nodes of all elements connected to the crack tip 
node, i.e., rd = max(∆x,∆y), where (∆x,∆y) is the length of an element with crack tip. The 
second region or ring consists of all nodes in the first region and nodes of all elements 
connected to any node in the first region, i.e. rd = 2max(∆x,∆y). Therefore, the contours of 
larger size domain are determined. 
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Figure 3. Weight function q on the elements 

2. THE ESTIMATION OF FATIGUE LIFE 

Unstable crack propagation occurs when one of the stress intensity factors Kα (α = 
I,II,III) is equal or greater than the experimentally determined material property Kc. The 
estimation of fatigue life can be updated for each crack extension. The crack growth 
equation provides a relation between the crack increment ∆a and the increment in the 
number of load cycles ∆N. In case of cyclically loaded structures, the number of load 
cycles equivalent to the crack increment can be determined by a numerical integration of 
the governing crack growth equation [11]. 

The Paris law is a simple but very often used model of crack growth rate description in 
the linear region under mode I. This law has the form 

mda C K
dN

= ∆  (17) 

where ∆K is the stress intensity factor range, and C and m are material constants. For 
most materials, m is between 2 and 7, while C is more material-dependent. A shortcoming 
of the Paris law is that it neglects the influence of the peak stress and the threshold range. 

Growth of cracks under mode I and mode II was first systematically studied by Iida 
and Kobayashi [12]. Results of their experiments showed that even a small ∆KII increase 
would significantly increase crack growth rate. However, they also observed that the 
crack tended to grow in the direction of minimum KII. Some models take into account the 
mode II contribution. One way is by introducing an equivalent stress intensity factor 
∆KIeq in the Paris equation 

I( )m
eq

da C K
dN

= ∆  (18) 

The maximum stress criterion can also be used to determine the equivalent mode I 
stress intensity factor, according to the following expression 

3 2
I I IIcos 3 cos sin

2 2
o o

eqK K K
θ θ

= −
2
oθ  (19) 

where θo denotes the direction in which the crack is likely to propagate relative to the 
crack tip coordinate system, and ∆KIeq is found to be the KIeq range during one load cycle. 
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Tanaka [13] carried out experiments on cyclically loaded sheets of pure aluminium 
with initial cracks inclined to the tensile axis. As a by-product, the experiments formed 
the basis for a crack propagation law 

( )m
eq

da C K
dN

= ∆  (20) 

where 
4 4
I II( 8 )eqK K K∆ = ∆ + ∆ 1 4  (21) 

The above equation was developed on the assumptions that 
a) plastic deformation due to cyclic tension and transverse shear are not interactive, and 
b) the resulting displacement field is the sum of displacements from the two modes. 

3. NUMERICAL EXAMPLES FOR CALCULATION OF STRESS INTENSITY 
FACTORS 

In this section, several examples of stress intensity factor calculation in case of crack 
under the assumption of plane strain and plane stress two-dimensional elasticity are pre-
sented. At the beginning a simple example of an edge crack is chosen to demonstrate the 
robustness of the above technique, and then results for more complicated geometries are 
presented. Results obtained with PAK will also be compared with results obtained by 
using the COSMOS program. 
Example 1 

In this example the stress intensity factor is determined for both modes of fracture 
(opening KI and shear KII) for a rectangular plate with an inclined crack edge subjected to 
uniform uniaxial tensile loading at the two ends. 

Known data are given in Fig. 4. 

σ = 1 psi 
h = 2.5 in 
W = 2.5 in 
a = 1 in 
E = 30×106 psi 
ν = 0.3 
φ = 45° 
thickness = 1 in 

 
Figure 4. Model for testing 

The full part has to be modelled since the model is not symmetric with respect to the 
crack. There is no restriction in proposed FE models, so that mesh can be either 
symmetric or non-symmetric with respect to the crack. However, the nodes in the two 
sides of crack cannot be merged in order to model the rupture area properly. Figure 5 
shows the first and second region of integration for equivalent domain integral. 
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a)  b)  
Figure 5. a) Domain integration for J–EDI. b) Von-Mises stress field 

Results obtained by using J–EDI integral, incorporated in the PAK software, are 
compared with results carried out with COSMOS J–contour integral, and are shown in 
Table 1. Also, both sets of numerical results are compared with reference theoretical 
values. Comparison is given as N/A%. 

Table 1. Comparison of results 

  KI (N/A%) KII (N/A%) 
 Reference 1.85 0.88 
8-node Element 
PAK 

Path 1 
Path 2 

1.877 (1.4%) 
1.907 (3.0%) 

0.871 (1.0%) 
0.907 (3.0%) 

8-node element 
COSMOS 

Path 1 
Path 2 

1.80 (2.7%) 
1.79 (3.2%) 

0.872 (0.9%) 
0.874 (0.6%) 

 

In order to present robustness of the J–EDI procedure, built into the PAK software, the 
above example was used with different radii rd of the integration domain and the results 
are shown in Table 2. Radius rd varied from 0.5% a to 90% a, where a denotes crack 
length. It can be concluded from Table 2 that results are insensitive to the choice of the J–
integral domain integration radius. 

Table 2. Values of the factor KI for different integration domain radii 
rd (% of a) 5 15 25 35 45 55 65 75 85 90 

KI 1.810 1.864 1.807 1.877 1.906 1.90751.90711.9089 1.929 1.931 
N/A(%) 2.1 0.75 2.3 1.4 3.0 3.1 3.08 3.20 4.20 4.37 

 

It can be seen from the presented results that the error (N/A%) is small, even with a 
non-symmetrical grid with respect to the crack. 
Example 2 

In this example [14], the stress intensity factor of the crack located in the steam 
turbine housing 4 of TE Kolubara is calculated. After generating 2-D FE model of the 
lower housing part, together with insulation, the following steps were carried out: 
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• Calculation of the temperature field in nominal regime and corresponding stress field. 
• Calculation of stress and deformation fields of the turbine for crack lengths (20–75 mm).  
• Analysis of the influence of crack length on corresponding stress field as well as on the 

stress intensity factor. 
For temperature field calculation, the 2-D grid consisted of 4400 8-node elements. 

Generated grid comprised the space of the turbine housing and insulation. 
In Fig. 6 the stress field induced by temperature and internal pressure is shown. The 

effective stress for 2-D turbine model without insulation, for crack length 30 mm, is 
shown in Fig. 7. 

a)  

b)  
Figure 6. a) 2D model for calculation of the temperature field; 

b) Temperature field of the turbine housing and insulation 

Figure 8 shows the relationship between stress intensity factor KI and crack length. It 
can be seen from Fig. 8 that by increasing crack depth from 20 mm to 40 mm, the stress 
intensity factor increases 30%. With crack length increase of over 50 mm, the stress 
intensity factor increases more rapidly. 
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Example 3 
In this example [14], a 3-D analysis of the turbine housing is carried out. Using the 

original design documentation, the 3-D geometrical model of the turbine is generated. In 
this 3-D object, cracks with different lengths (90–375 mm) and depth (20–40 mm) are 
assumed and modelled. Calculations are performed to investigate the influence of crack 
length and depth on the value of maximum effective stress, as well as on the value of 
stress intensity factor. 

 
Figure 7. Effective stress field for crack length 30 mm 
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Figure 8. Relationship between stress intensity factor KI and crack length 

Boundary conditions: Lower part of the turbine housing has an axial plane of symme-
try so that the 2-D model corresponds to the cross-section of that plane and the solid body 
of the housing. 
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For calculation of the temperature field, boundary conditions of thermal conduction 
according to Fig. 6 are used. In order to reduce the number of elements in the 3-D grid, 
the critical quarter of the turbine is modelled. It is worth to emphasize that the cracks are 



located in that quarter as well as the steam intake with sharp edges that induce the stress 
concentration. In Fig. 9 the 3-D model is shown. The calculated relationship between 
maximum effective stress and crack length for different crack depth is shown in Fig. 10. 
It can be seen from Fig. 10 that variation in crack length from 90 mm to 375 mm, for 
constant crack depth, did not significantly affect the effective stress. On the other hand, 
increase of crack depth, for constant crack length, leads to a 15 to 30% increase in effec-
tive stress. Figure 11 shows the effective stress field in vicinity of the crack (375×30). 

 
Figure 9. The 3-D model 
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Figure 10. Relationship between maximum effective stress and 

crack length for different crack depth 
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Figure 11. Field of the effective stress in the vicinity of the crack (375×30) 

Dependence of stress intensity factor on crack length and depth is shown in Fig. 12. It 
is observed that increase in crack depth from 20 to 40 mm, for constant crack length, 
leads to the increase of stress intensity factor from 15 to 30%. 
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Figure 12. Dependence of stress intensity factor on crack length and 

crack depth (20, 25, 30, 35, and 40 mm) 

CONCLUSIONS 

Based on the equivalent domain integral (EDI) method, very robust, efficient and 
reliable procedure for numerical estimation of stress intensity factors is obtained. Appli-
cation of the J–EDI integral is suitable because it relies on use of domain integrals rather 
than contour integrals. Obtained numerical results show a small influence of the choice of 
J-integral domain integration on the value of stress intensity factor. In addition to 
relatively simple test cases, the analysis of complex 3-D problems is presented. The 
analysis shows that a stable crack growth is predicted in nominal regime of the analyzed 
structure, while 2-D analysis shows a rapid increase of the stress intensity factor for crack 
depth increase over 50 mm. 
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RELIABILITY AND SAFE SERVICE OF STRUCTURES  

Milosav Ognjanović, Faculty of Mechanical Engineering, Belgrade, S&Mn 

INTRODUCTION 

The failure process consists of the part taking place from the occurrence of cracks and 
the part covering crack spreading. The crack spreading process is determined by many 
known parameters and has been studied in fracture mechanics. The process of crack 
occurrence is not known enough and is stochastic. It takes place chaotically, the finite 
cycles number may vary even several times at completely identical fatigue conditions. In 
case of high strength steel the crack spreading speed is great, thus the participation of the 
finite cycles number in the course of crack spreading in the total finite cycles number is 
small. The cycles number of stress fluctuation until the occurrence of a crack, which is 
stochastic (chaotic), dominates. Those are the basic reasons why mathematical statistics is 
used in the analyses and calculations of machine parts loaded in this way. This approach 
always presents a possible practical solution when physical laws have not been 
completely clarified and when deterministic methods are not applicable. Due to the 
stochastic behaviour of the failure process, i.e. the critical stress, and also due to 
stochastic work conditions, i.e. service stresses, two solutions are used in practice. One 
consists of the application of safety factor which entails “bridging over” the distribution 
range of these stresses and elimination of risks of every possible failure. The other 
consists of using statistical indicators which make possible entrance into the range of 
“controlled” risk at the occurrence of failure which is expressed by the respective 
probability – reliability. The rationality of design solutions is small in the first case, and 
the mass and dimensions are big. In the second case along with the risk of a smaller 
number of machine parts failed, a significant reduction of dimensions and mass are also 
achieved, and the design solutions become more compact. 

In order to establish a relation between the probability of service conditions (load and 
stress) and the probability of failure under such conditions, extensive experimental data 
from both ranges are required. The service conditions are defined by the regime of 
exploitation, i.e. the stress spectrum in the length of service. These spectrums, i.e. 
regimes, are obtained by measurements, follow-ups, analyses, and statistical research of 
service conditions of machine systems of respective types in typical exploitation condi-
tions. The failure probability is determined on the basis of a large number of tested 
samples of machine parts until fracture. Only based on extensive statistical data and 
theoretical knowledge is it possible to establish a reliability model of respective machine 
system components. It is based on empiricism and is a good substitute for not well under-
stood fatigue process, as well as for the stochastics of exploitation conditions. 

1. SAFETY FACTOR AND RELIABILITY CORRELATION  

The safety factor is the ratio of critical stress (at which failure begins) and work stress 
which is the consequence of service load acting on the machine part. Failure does not 
occur if in each possible case the work stress is less than the critical. Neither the critical 



nor the work stresses are determinant values. The determinant values are stochastic values 
which dissipate by rule within a wide range (Fig. 1). The safety factor is the ratio of the 
mean (most probable) value of critical stress and the highest work stress, which can be 
expected in the work process. There is also a possibility for the occurrence of circum-
stances which cannot be foreseen, thus work stress can be somewhat greater, but this is 
not likely. The machine part has absolutely been used, and the safety in work satisfied, if 
the safety factor is such that the highest possible value of work stress is lower than the 
minimal possible value of critical stress. This condition has been satisfied if the dissipa-
tion presented in Fig. 1 (curve 1) is covered by the value of the safety factor. This value is 
S = 1.25…2.5. Lower limits may be used when data about the critical and work stresses 
are well known and reliable. 
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Figure 1. Relation between service stress distribution f(σ) and critical stress 

distribution f([σ]) in safety factor determination 

Large values of safety factor create conditions for work stress to be significantly 
smaller than the critical one (curve 3 in Fig. 1). The increased distance between the 
curves of the distribution of critical and work stress does not increase the probability that 
failures will not occur. This probability is close to zero when these curves are close to 
each other (the curve of work stress distribution 1). With increase in safety factor there is 
an increase in dimensions, and the safety remains the same. High values of the safety 
factor contribute to irrational use of mass of machine parts, and make the design solution 
large and massive. In machine systems where mass reduction is of increased significance 
for the materialization of the function, rationality is achieved by acting on all factors on 
which the machine part mass depends, and thus also onto the safety factor. In these 
machine systems it is not sufficient that the safety factor be on the lower limit which 
provides the condition that there is no probability for failure to occur. A risk is taken that 
in a smaller number of machine systems, some of which failed. After failures they are 
replaced by new ones, and the risk taken enables the reduction of safety factor below the 
indicated lower limits and reduction of dimensions, i.e. mass of chosen parts and the 
entire machine system. The risk of failure is unreliability, and the probability for failure 
not to occur in the course of service length is the reliability. Calculation on the basis of 
limited risk that failure may still happen is a transition from the range of complete safety 
into the range of reliability. The curves of work distribution (2) and critical stresses in 
Fig. 1 overlap partly. The ends of these curves are with small (low) probability density 
and overlap on the wide range of stress. The difference between critical and service stress 
is thereby significantly reduced and dimensions decrease with a relatively small “risk” of 
failure. The safety factor determined for the state of partial overlapping of curves of the 
distribution of the working and critical stress is significantly smaller than the minimal 
required for the provision of full safety. This contributes to significant mass reduction 
according to the diagram in Fig. 1. This value of safety factor may be valid for orien-
tational determination of allowed stress for the reliability range. A more precise calcula-

 334



tion of allowed stress is determined on the basis of known distribution of the working and 
critical stresses and for the chosen value of reliability. 

The elementary reliability relates to the possibility of occurrence of certain kinds of 
defects, i.e. failures. The unreliability, Fp = 1 – R, is a complex probability of the 
occurrence probability of service stress, and of the probability of failure at that stress. For 
fracture to occur due to fatigue, it is necessary that stress occurs in the machine part and 
that the possibility of fatigue (fracture) exists at that stress. Fracture occurs if both indi-
cated conditions are satisfied, i.e. the probability represents the integral of the product of 
the density of these probabilities and is proportional to the overlapping area in Fig. 2a. 
The integration is obtained numerically and turns into the sum of the product of the 
density of stress probability fi and failure probability PRi which represents the cumulative 
(integral) probability of critical stress. 
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Figure 2. Relation of the probabilities of service and critical stresses and reliability determination 

If the number of different service stresses i is small, the probability density fi turns into 
the statistical weight pi. It can be determined as the ratio of stress fluctuation σi cycles 
number in the length of service nΣi and the total number of stress cycles in the length of 
service nΣ, i.e. as pi = nΣi/nΣ. If a machine part is exposed to a fluctuating stress of 
constant amplitude, the statistic weight, i.e. the possibility of the occurrence of such stress 
is p(σ) = nΣ/nΣ = 1, thus the unreliability is equal to failure probability PR(σ). If a machine 
part is exposed to stresses of different amplitudes (Fig. 3), the statistical weight of each is 
pi = nΣi/nΣ (nΣ = ∑nΣi). In that proportion, the failure probabilities PRi have an impact on 
the unreliability Fp (Fig. 2b and Fig. 3). The unreliability is equal to the sum of products 
of statistic weight and failure probability for each one of the stress values. 
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Figure 3. The relation of failure probability and work stress in the range of infinite life strength 
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The presented procedure enables cumulative probability Fp to be obtained for variable 
stress amplitude, based on the function of distribution of failure probability PRi for 
constant stress amplitude. This approach is acceptable for most defects of which it is 
necessary to fulfil two conditions: that the cause of defect exists and that this cause is 
capable of producing the defect. This means at the same time that functions presented in 
Fig. 2 are mutually independent. In fractures due from fatigue, these two curves are not 
independent. The position of the function of failure probability distribution PR depends on 
the shape of probability density f(σ) function. If the function f(σ) is asymmetrical so that 
the density maximum centre is towards lower stress values, that is a light exploitation 
regime. For light regimes the function PR moves towards the zone of greater values of 
critical stresses. The curves f(σ) and PR become mutually distant for such work condi-
tions, and unreliability Fp is reduced. In case of heavy exploitation regimes, the process is 
opposite. In order to take into consideration relation between distributions of service and 
critical stresses, it is necessary to introduce into consideration the failure probability for 
service fatigue strength. Figure 4 shows the function and the range of distribution of the 
failure probability for the service fatigue strength. 
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Figure 4. The relation of stress distribution f(σ) and failure probability 

PR for service fatigue strength 

The service fatigue strength σR is the largest stress σ1 in the stress spectrum f(σ) which 
leads to failure after NR stress cycles of all amplitude values. Thus, σR is by nature the 
greatest stress from the stress spectrum, marked by σ1. The service fatigue strength may 
be determined transforming the Wöhler’s curve by applying the damage accumulation 
hypothesis or by experiments. The failure probability is determined for the respective 
stress spectrum in which the largest stress is σ1, thus for the given spectrum f(σ1) = 1, and 
the unreliability Fp = PR(σ1). 

Starting from the fact that service and critical stresses must be treated as statistical 
values, the possible approaches in the calculation of carrying capacity, safety factor, and 
reliability are as follows. The least correct calculation is based on using the safety factor 
as an indicator of the ratios of these stresses. It is expected that the safety be complete 
thereby, and the dimensions are significantly greater in comparison to other ways of 
calculation. A more precise approach with controlled risk is based on using indicators of 
elementary reliability. In the fatigue of the machine parts to fracturing, distributions of 
service and critical stresses are in mutual dependence. By introducing this effect also, the 
calculation precision is additionally increased and the exploitation, i.e. unit carrying 
capacity of machine parts is also increased. 
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2. STRESS SPECTRUMS AND EXPLOITATION REGIMES 

Figure 5 shows the possible analogous random function of stress fluctuation with 
marked values of change, i.e. stress change ranges σs = 2σa, where σa is the stress ampli-
tude. The mean values σm around which stress fluctuates, are also variable. It is necessary 
to make a selection of values of the changes and their mean values, classify them into 
classes and determine the number of occurrences of each of the values of changes. If the 
analogous (uninterrupted) time function is digitalized, it transforms into a set of numeri-
cal values in small time intervals ∆t, as presented in Fig. 5a. The program for processing 
digital values compares each one of them with the previous one and determines the values 
of neighbouring extremes – minimum and maximum, and calculates the spans σsi = 
σmaxi – σmini. The span is calculated only at the increase of stress so that the cycles are not 
doubled. The calculated spans can be classified by their value and by mean stress values. 
For the purpose of simplification, further analysis relates only to spans. Figure 5b shows 
that the calculated values of the spans are classified in certain classes – fields of equal 
value. For example, the first class, for i = 1, would include all spans σsi = 0...20 N/mm2, 
and the second for i = 2 would include spans σs2 = 20...40 N/mm2, and the third for i = 3, 
σs3 = 40...60 N/mm2 etc. 
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Figure 5. Processing (classification) of the stress amplitudes 

Statistical processing of obtained results of stress spans (amplitude) classification 
consists of determining the rule by which their values behave. If stress classes are marked 
by i = 1,2,3...k and if in each class there is a ∆nu1, ∆nu2,...∆nuk, the span occurrence σs1, 
σs2,...σsk, i.e. amplitude σa1, σa2,...σak, the frequency of occurrence of each class is 
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In the graphical form the frequency of the occurrence of stress classes represents a 
histogram of probability density (Fig. 6a) which may transform into a histogram of 
cumulative probability (Fig. 6b), following the expression 
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These empirical values are translated in the most efficient manner into an analytical 
form by using Weibull’s function 
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where the independent variable x is substituted by the stress amplitude σa. The parameters 
of this distribution are η and β, which may be determined in the simplest way by graphi-
cal method. It is necessary to transform Weibull’s function into the form of a straight line 
for this purpose. This is achieved by double logarithm of the transformed form of 
Weibull’s function 
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from where it follows that Y = aX + b is the equation of the straight line in the coordinate 
system with the respective logarithmic scale. 
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Figure 6. Histograms of the probability density and the cumulative function 

Figure 7 shows the coordinate system with uniform scale on the coordinates X and Y 
(upper and right scale). Starting from expressions for X = lnσa and Y = lnln{l/[l – F(σa)]} 
and from this uniform scale, values have been calculated for σa and for F(σa), the values 
of which are given on the lower and left scale. This is how the Weibull’s coordinate 
system is obtained. Experimental (empirical) values of cumulative probability F(σa) are 
entered for each class of stress amplitudes σa. A series of points is obtained which follow 
closely the straight line. After entering, this set of points is approximated by a straight 
line. Coordinates X and Y enable determination of parameters in the equation of the 
straight line, a and b, and thereby also the parameters of Weibull’s distribution, η and β. 
After approximating experimental points by a straight line, the parameter η expressed in 
the stress units is read in the intersection of the straight line with the X axis, i.e. that is the 
stress value for the probability F(σa) = 0.632. Dimensions of parameter η are same as σa, 
thus in expression F(σa) the ratio σa/η is a dimensionless value. Parameter β = 1.3 is the 
part on the Y axis for ∆X = 1 and represents a dimensionless value. 
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The greatest stress fluctuations have the greatest effect on fatigue of the material. The 
number of their occurrences, i.e., the frequency of occurrence is small. In this sense, a 
more correct and clear presentation offers the logarithmic form of the cumulative function 
shown in Fig. 8. The values of function H(σa) = 1 – F(σa) = 1...0 are multiplied with a 
suitable number of stress cycles nb = 106. The multiples are logarithmic for each value σa 
and values log(H(σa)nb) are obtained between 1...6. This is the number of the logarithmic 



units on the logarithmic axis with the scale from 100 to 106 stress cycles (Fig. 8). With 
this transformation the cumulative function F(σa) has been translated into the logarithmic 
form, where the range of large stress amplitudes has been spread out onto about 2/3 of the 
horizontal axis, and the field of small and medium stress amplitudes has been compressed 
onto 1/3. 
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Figure 7. Parameters of Weibull’s function determination for stress amplitude distribution 
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Figure 8. Logarithmic presentation of the stress spectrum 

The continuous shape of the logarithmic curve is not suitable for use in calculations or 
for endurance testing. The step-like shape is more suitable for this purpose. The optimal 
number of steps (stress levels) is eight. The division is formed by forming more steps in 
the range of greater values of stress amplitudes (differences in stress levels are smaller), 
and in the range of smaller amplitudes there are less steps with greater differences in 
level. After the division it is possible to create a tabular form, i.e. a table filled up with 
values which are read from the graphical presentation (Fig. 8). 
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In Table 1, i denotes stress level σai, i.e. σi, where σa1, i.e. just σ1 is the largest stress in 
the stress spectrum. The relative variable xi = σi/σ1 = 0...1 enables a permanent ratio to be 
kept between stress levels. The number of cycles (occurrences) of each of the stress levels 
is determined by reading the values of horizontal parts on the step-like diagram (Fig. 8). 
Their sum for k stress levels satisfies the condition 
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Table 1. Presentation of the stress spectrum in Fig. 8 
i 1 2 3 4 5 6 7 8 

σai N/mm2 100 98 94 87 74 57 38 19 
xi=σai /σa1 1 0.98 0.94 0.87 0.74 0.57 0.38 0.19 

∆nbi 50 450 3500 36000 110000 450000 200000 200000 
 

The Stress Spectrum is an ordered set of stress amplitudes of the value nb which shows 
the participation of each of the stress amplitudes σi in the selected number of cycles nb. It 
is a statistical (ordered) presentation of random stress fluctuation, it enables a pattern in 
behaviour to be defined in the random process and respective calculations and tests to be 
completed. The stress spectrum is determined by the value nb, the relative variable xi, and 
the largest stress σ1. The number of stress levels may also be greater but also significantly 
less than eight. It can be obtained by statistical processing of empirical data obtained from 
random function, as has been shown above, or starting from the known cumulative 
growing function of stress amplitudes F(σa). Besides this, the stress spectrum can be 
obtained by combining the deterministic and statistical approach. In the course of service 
length the machine system may operate with different loads (stresses). The load values 
(stresses) may be calculated and it is also possible to estimate the possible number of 
cycles of each one of them. By joining the blocks of stress cycles defined by the value 
and number of cycles, a set of blocks is obtained. By proportional reduction of the total 
number of cycles to nb and blocks to ∆nbi, a stress spectrum is obtained. This spectrum 
need not satisfy the above given conditions by all its features, but it may be used both for 
testing and for calculations, and also for estimates of the service regime. The mentioned 
possibilities of stress spectrum formation do not give the same degree of precision. The 
choice is made depending on the aims and possibilities of realization. 

Machine systems (of the same design) may be exposed to the action of service loads 
(stresses), the value of which reaches some upper acceptable limit. In some exploitation 
conditions this limit may be reached extremely rare, i.e. loads (stresses) are most often 
below this limit. In some other exploitation conditions the loads (stresses) may be most 
frequently close to the upper limit. The exploitation regime in this sense represents the 
statistical estimate of the presence of stress amplitudes from the same set of their values, 
depending on exploitation conditions. This estimate may be made with the help of the 
function of probability density f(σa), the cumulative growing function F(σa), and the 
logarithmic function of the stress spectrum (Fig. 8). It is possible to speak of light (l) 
medium (m) and heavy exploitation regime (h). The light regime entails big participation 
of small stress amplitudes, only exceptionally they can be equal to the largest. As per 
Fig. 9a, maximum probability density is for xm = 0.2, i.e. σa = 0.2σa1. In the case of 
medium exploitation regime the participation of higher amplitudes increases, and they are 
most often with amplitudes σa = 0.5σa1 (xm = 0.5), whereby the participation of the high 
stress amplitudes in the heavy regime is increased (σa = 0.8σa1) on account of the 



decreasing presence of small amplitudes. By further increase of the severity of the 
exploitation regime all amplitudes become equal to the highest. That is the regime with a 
constant stress amplitude (xm = 1). If Weibull’s distribution function of stress amplitude 
F(σa) is known, the appraisal of the severity of the exploitation regime may be made if 
the amplitude with the highest occurrence frequency is determined. Another derivative of 
the function F(σa) equated to zero determines the extreme of the function maximum f(σa), 
where 

( 1)am
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Figure 9. Characteristic representatives of light (l), medium (m) and heavy (h) exploitation regimes 

Upon analysis of conditions of different machine systems, big differences have been 
determined in the heaviness of the exploitation regime. It depends on exploitation condi-
tions, the aims of which the machine system was developed, its function. In vehicles for 
example, the installed engine power is by rule great so as to enable acceleration within 
short time, and so that this power could be used in sudden circumstances for the perfor-
mance of short lasting operations with big loads. In the stationary driving regime, a 
relatively small part of the installed power is used. In the statistical sense, small stress 
amplitudes are dominant, and the large ones are present only in exceptional circum-
stances. Thus the stress amplitudes, i.e. the work regime of vehicles, are a typical exam-
ple of the light exploitation regime. The other extreme is represented by machine systems 
where it is endeavoured in the stationary work state to achieve maximum capacity and 
productivity. Ore mills in flotation or in cement plants are typical representatives. In 
filling these systems it is endeavoured in the stationary work regime to reach the 
maximum and use the maximum installed power as well as the carrying capacity of the 
system parts. The stress amplitudes are by rule close to the highest, and the exploitation 
regime is heavy. The work regime in the mining plants is just somewhat lighter. Other 
machine systems operate with regimes which are between these border cases. 
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The stress spectrum based on which it is possible to estimate the exploitation regime 
may also be obtained in a simpler way. Instead of determining the time functions of stress 
amplitudes as is given in the previous text, the approach may also be simplified. It is 
possible to make estimates and tentative calculations so as to determine what part of the 
work time will the machine system work at full power and then what time will it be using 
less power expressed in percentages. Based on this, it is possible to obtain load blocks 
which, when put in order by value, give an ordered set of stress levels similar to the 
presentation in Fig. 8, the number of stress levels need not be eight, it may be any other 
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number. The set of stress changes in service length or in the sample of this service length 
transforms in this way into an ordered set of fluctuations, which represents the stress 
spectrum. It may be used for reliability calculation and also for testing. 

3. FAILURE PROBABILITY OF MACHINE PARTS 

Fracture due to fatigue is a result of a complex and stochastic process, and the stress 
finite cycle number is a statistical value which can be estimated only on the basis of the 
law of probability. Fatigue is a process which has not been studied sufficiently theoreti-
cally to be defined by analytical forms which would make possible the calculation of the 
stress finite cycles number. There are several hypotheses about the fatigue process course, 
i.e. the crack occurrence process. When a crack occurs it becomes the source of additional 
stress concentration, it spreads gradually until the occurrence of complete fracture. The 
total finite cycles number up to the fracture N equals the sum of the stress cycle number 
until the occurrence of the crack N′ and the stress cycle number in the course of crack 
spreading N″ (N = N′ + N″). The crack spreading process has been studied to a significant 
degree. This process differs to a high degree, or completely from processes which take 
place in the material structure up to the occurrence of cracks. This process is stochastic, 
insufficiently studied and it brings a stochastic component into total stress finite cycles up 
to fracture. In case of soft and tougher materials (steels) the period of crack spreading is 
relatively long, i.e. it may be longer than the period up to the occurrence of the crack. 
Calculations in the sense of forecasts of service length of machine parts with cracks in 
such cases may have a certain practical significance. In high strength steels the number of 
stress cycles up to the occurrence of cracks is relatively big, and crack spreading is very 
fast, thus the calculations in relation to crack spreading are not of great practical use. 

Up to the occurrence of cracks a process takes place which may be presented most 
closely by some assumptions with Markov’s process (Fig. 10). If the process evolved in 
one direction, there would be a change at each stress change, from state j into state j + 1 
which entails an increase of the crystal dislocation (fatigue degree). Thus by an one direc-
tion process from state 0 (without fatigue), state m would be reached, which entails the 
occurrence of cracks. This would practically be a deterministic process, thus based on the 
required energy for the creation of the dislocation, it would be possible to calculate the 
required stress cycles number for the occurrence of cracks. The process is not one-
directional, thus from state j, a transition into state j + 1, or into state j – 1 is possible. 
Whether the process is moving forwards or backwards depends to a large degree on the 
stress cycle number that will be required for the occurrence of cracks. The transition 
probably does not take place, so that transitions occur into neighbouring states, instead 
skipping of states is more likely. Big stress amplitudes, probably in large jumps, contri-
bute to the advancing of the fatigue process. Some smaller stress amplitudes may bring an 
advanced fatigue process back to some state close to the initial one. It has been proven 
that small stress changes (less than 0.5σD) do not bring about an increase in the fatigue, 
but instead cause relaxation. Depending on the sequence (mixing) of big and small stress 
amplitudes the fatigue process may, under same testing conditions, advance faster or 
more slowly. The relation of the biggest and smallest stress cycles number up to fracture 
under the same testing conditions (same stress value and change, same form, material and 
other test sample features, etc.) amounts to Nmax/Nmin = 3...5 or even more. This can be 
attributed only to the indicated stochastics of the fatigue process. 
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Figure 10. The statistical model of the fatigue process as defined by a series of current states 

The failure probability is a cumulative probability that a machine part will fail under a 
certain stress by a certain stress cycle number. This is also the probability that at a certain 
stress cycle number, failures will occur at certain stresses. The failure probability is calcu-
lated on the basis of statistical processing of the testing results. That is the ratio of the 
number of failed test samples (parts) under certain conditions and the number of tested 
parts under such conditions. It is necessary to choose for testing, the stress values to 
which the test samples, i.e. parts are to be exposed, then the number of pieces which are 
to be tested, and the manner of achieving (simulating) the stress fluctuation. The number 
of pieces (test samples or parts) zΣ to be tested on each one of the chosen stress levels 
should be sufficiently big so that, based on the sufficiently big set, it would be possible to 
deduce statistical conclusions. A set greater than zΣ = 20 test samples or parts is consid-
ered as sufficiently big. This testing work takes a lot of time with significant energy 
consumption, and the tested parts are not for further use. It is therefore endeavoured to 
reduce as much as possible the number of pieces to be tested. The smallest number of 
pieces which still makes possible the deduction of statistical conclusions is zΣ = 8. For 
these small samples the failure probability is not defined as the ratio of the number of 
failed zi and tested pieces zΣ, i.e. as PR = zi/zΣ, but as by some of the approximate 
expressions 
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Figure 11. Some of the possibilities of simulation of the variable stress: a) rotary bending, b) axial 

load through hydraulic machines, c) back to back system with power circulation 

The manner of achieving (simulating) the fluctuating stress is another of the signifi-
cant issues which must be resolved at the performance of research. Figure 11 shows some 
of the possibilities of achieving the fluctuating stress with constant amplitude. Rotating 
test samples exposed to rotating bending (Fig. 11a) are simply loaded with calibrated 
weights through roller bearings. Due to the rotation of test samples, reverse stress changes 
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are achieved, and the crack at fracturing spreads out circularly. The number of finite 
cycles number is equal to the number of rotations of the test sample. Figure 10b shows 
the manner of introducing the longitudinal force in the testing of the engine screw, piston 
rods, and other similar parts exposed to longitudinal variable forces. The change of force 
occurs through hydraulic machines with a change of force of sufficiently high frequency. 
The rotating machine parts such as gears, shafts, couplings, etc. are tested with the help of 
devices with closed power circuits (Fig. 11c). Two identical pairs of gears, i.e. transmis-
sions are conjugated in the circuit (“back to back”). The load is achieved by flexible 
deformation of parts in the circuit, in stationary state, with the moment created by the 
weight on the lever of appropriate length. In such a state, screws are tightened on the 
coupling, weights and levers are removed, and the “conserved” load–stress in the parts 
remains in the circuit, which remains also in the state of rotation. The number of stress 
cycles is the same as the number of rotations. 

4. FAILURE PROBABILITY IN THE RANGE OF FINITE LIFE STRENGTH  

In the logarithmic coordinate system the fatigue strength curve – Wöhler’s S–N curve 
is a straight line. By logarithm of exponential equations σN

mN = C, we get mlogσN + logN = 
logC, and by substituting y = logσN, x = logN, logC = C1, it follows that my + x = C1. The 
straight line is defined by two points. It is sufficient to perform the testing for two stress 
levels and use these results for determination of required data for any stress level using 
equations of the indicated straight line. 

For the realization of the testing process it is necessary to choose two stress levels to 
which the test samples will be exposed to, and choose the number of test samples (parts) 
which are to be tested at chosen stress levels. The difference between chosen stress levels 
should be as big as possible so that the direction of the obtained straight line is as precise 
as possible. The upper level should be as close as possible to the yield strength without 
entering the plasticity range. The lower level should be as close as possible to the endur-
ance limit, without entering the range of dissipation of the endurance limit. The decision 
about the values of these stresses is made on the basis of experiences gained in previous 
research work or on the basis of testing one or a few pieces. Figure 12 gives an example 
of research results of rotating test samples related to bending. The test was performed at 
reversed stress σN1 = F1l/W = 973 N/mm2 (F1 = 1500 N) and σN2 = F2l/W = 810 N/mm2 
(F2 = 1250 N). To each one of these stresses, zΣ = 10 test specimens were exposed. In the 
range of finite life strength, the failure (fracture due to fatigue) occurs after some finite 
number of cycles, in the case of all test specimens. Finite numbers of cycles are the result 
of the stochastic process and are realized by the law of coincidence. After classification 
into the growing series of numbers, a set of values is obtained of these numbers, N, given 
in the table in Fig. 12. For two stress levels, two sets of finite cycles numbers are obtained 
by testing. The failure probability for each one is a cumulative probability PR = zi/zΣ, 
where zi is the number of failed specimens at the finite numbers of cycles, which are 
smaller or equal to the number N for which the probability is calculated, zΣ – total number 
of tested specimens with stress for which the probability is calculated. This expression is 
valid for big samples (big sets zΣ). For small samples, the above indicated approximate 
expressions are used. The most suitable for applications is the first expression which has 
been used for calculation of failure probability in the table in Fig. 12. The failure prob-
abilities, PR, determined in this way have been entered in Weibull’s coordinate mesh, and 
the set of points for stress σN1 = 973 N/mm2 and for σN2 = 810 N/mm2 have been approxi-
mated by straight lines. The parameters of Weibull’s distribution have been determined 



following the methodology, presented in Section 2. The obtained values of parameters for 
stress σN1 = 973 N/mm2 are η = 105 000 cycles, β = 3.8 and for stress σN2 = 810 N/mm2, 
η = 950 000 cycles, β = 2.6. For these parameters and for respective stress levels of 
Weibull’s distribution, the failure probabilities are 
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Figure 12. Distribution of failure probability in the range of finite life strength 

5. FAILURE PROBABILITY IN THE RANGE OF INFINITE–LIFE STRENGTH 

In the range of the infinite–life strength, the distribution of failure probability is 
defined for a fixed stress cycles number up to fracture, and the independent variable is 
stress, i.e. fatigue strength σN. The realization of the test process of this probability is pre-
ceded by the decision making about the fixed number of stress cycles up to which the 
tests are to be conducted, as well as the decision about the stress level number for which 
sets of zΣ specimens (parts) are to be tested. The stress cycle number up to which the 
specimens are tested is a post infinite life limit number of cycles NDV. That is the number 
of stress cycles for which it is known for sure that it is greater than the infinite life limit 
ND, but it is not too large, so that tests should not become too long-lasting. The test speci-
mens which fracture at the number of cycles N < NDV are classified as failed test speci-
mens’ zi at a respective stress value (level), and those that do not fail up to NDV are 
classified in the group that have not failed zΣ – zi. At higher stress levels (closer to finite-
life strength) of the same number of test samples zΣ, there is a greater number of failed 
samples zi. With decrease of the stress level there is a decrease in the number of failed 
specimens, and the number of specimens that endure the NDV cycles increases. 

The problem of stress level selection is more complex. The decision is made about the 
number of stress levels, their density, and stress values. If the value of the endurance limit 
σD (σlim) and the value of the dissipation range are known, several stress levels are uni-
formly distributed in that range, such as for example σN3, σN4, σN5, σNk (Fig. 13a). This is 
the stress level method, following which further tests take place on zΣ specimens and the 
calculation of the failure probability PR = zi/(zΣ + 1). If the value of infinite-life strength is 
not known in advance, the level method cannot be applied, i.e. this method must be 
preceded by application of the step method. Following the step method, after each tested 
specimen the stress level changes, with which the next specimens will be tested. If a test 



tube fails before reaching the fixed post-limit cycle number NDV the next one will be 
tested with the first lower stress level. If it does not fail, it is considered that the stress 
was small, thus the next one is tested with a greater stress. By “oscillating” on the steps 
(Fig. 13b), the endurance limit is defined. The number of tested, zΣ, and the number of 
failed, zi, specimens on each stress level, is obtained by counting. For the number of 
tested specimens zΣ to be sufficiently big, it is necessary that the total number of tested 
specimens (parts) at all stress levels is sufficiently big. Even in such case at extreme 
levels (the lowest and the highest), the number of tested pieces is small, i.e. less than the 
limit number for the deduction of statistical conclusions. For a sufficient number zΣ to be 
achieved on these stress levels also, additional specimens (parts) are tested. In this way a 
combination is made of the step method and the level method. The value of infinite life 
strength (endurance limit) and the magnitude of the dissipation range are firstly deter-
mined with the help of the step method and then additionally, the level method is com-
pleted for the purpose of determining failure probability PR = zi/(zΣ + 1). 

σN σN 

σN3 
σN4 
σN5 
σN6 
σN7 
σN8 

zi→0

zi→zΣ

PR 

N NDV

zΣ zi 

N NDV

a) b)

 
Figure 13. Failure probability testing in the range of infinite–life strength 

a) level method, b) step method 
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Figure 14. Definition of the parameters of Weibull’s distribution for the failure 
probability in the range of infinite–life strength 

The calculated failure probabilities PR are entered into Weibull’s coordinate mesh for 
respective stress values σN. After approximating this set of points by a straight line, 
parameters are obtained of this distribution, η and β. Figure 14 gives an example of test 
results of rotating specimens (Fig. 11a) with calculated failure probabilities. With 
approximated straight line, parameters η = 760 N/mm2 (for the probability PR = 0.632) 
and β = 23 (the part on the ordinate for ∆X = 1) are obtained. For these parameters the 
Weibull’s distribution of failure probability for NDV  = 5·106 is 



23

760( ) 1
N

NP e
σ

σ
⎛ ⎞−⎜ ⎟
⎝ ⎠= −  

In the absence of more precise information, this function of distribution of failure proba-
bilities may be valid for all cycle numbers which are greater than infinite life limit ND. 

6. THE FIELD OF THE BASIC FATIGUE STRENGTH DISSIPATION 

It is possible to form the field of fatigue strength dissipation by using functions of 
failure probability obtained by testing two stress levels in the range of finite-life strength 
and for the infinite-fatigue-life. That field covers all stress levels and numbers of cycles. 
This range is by rule limited by lines with failure probabilities PR = 0.1 and 0.9, and the 
line with failure probability PR = 0.5 is most frequently in use. By using the indicated 
three distributions of failure probability, it is possible to calculate cycle numbers, i.e. 
stresses which correspond to the indicated probabilities and that means 

ln(1 )RN Pβη= − − ; ln(1 )N RPβσ η= − −  

with the use of respective parameters η and β. In this way points are determined for stress 
levels σN1 and σN2 and for the number of stress cycles NDV. The calculated coordinates 
have been entered into the coordinate system with logarithmic axes, Fig. 15. By joining 
the points with the same probability PR, border curves are obtained PR = 0.1, PR = 0.9 as 
well as the middle line for PR = 0.5. The failure probability distributions have been pre-
sented on stress levels σN1 = 973 N/mm2, σN2 = 810 N/mm2 and for NDV = 5·106. Based on 
border lines, it is possible to define distributions for any stress σN and for any number of 
stress cycles N. 
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Figure 15. Dissipation field of failure probabilities for basic fatigue strength 

The middle line in the dissipation field, for failure probability PR = 0.5 represents 
Wöhler’s S–N curve. It is defined by three parameters σD (σlim), ND and m. The coordi-
nates of breaking point are σD = σlim = 748 N/mm2 and ND = 2.5·106 and are defined by 
reading from the diagram. The exponent by which the inclination of Wöhler’s curve is 
defined is obtained on the basis of coordinates of points on this line, i.e. 
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It is possible to calculate in the same way the exponents, m, for border lines for proba-
bilities PR = 0.1 and 0.9. They differ little from the value of this exponent for PR = 0.5 as 
the dissipation range spreads gradually from higher to lower stresses. In absence of more 
precise information it is possible to take that lines for PR = 0.1, 0.5, and 0.9 are mutually 
parallel, and that exponents m are mutually equal. 

The infinite fatigue life strength is reduced with the reduction of material strength, 
also with increase of structural non-homogeneity, and with increase of stress concentra-
tion, etc. With reduction of infinite fatigue life strength (endurance limit) with respect to 
static strength, the exponent m decreases. If the endurance limit is increased by surface 
reinforcement and if it approaches static strength, the exponent m increases (as in the 
indicated example). The infinite life limit ND may be decreased with decrease of σD, but 
more often it stays the same. 

7. FAILURE PROBABILITY FOR SERVICE FATIGUE STRENGTH 

The service fatigue strength σR follows the curve in the double logarithmic coordinate 
system (Fig. 16a). By approximating this slightly curved line with a broken up straight 
line, a line is obtained with two breaking points, the coordinates of which are presented in 
the figure as equations of the parts of these lines. The coordinates of the breaking point 
σR0, NR0 and the exponent q are parameters of the service fatigue strength curve. The 
position of the curve in the coordinate system depends on the weight of the work regime. 
In case of the light one (l), the curve is shifted to the right, i.e. towards the range of 
extremely high numbers of cycles up to fracture NR. With an increase of the heaviness of 
the regime, the service fatigue strength curve approaches the Wöhler’s (w). 
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Figure 16. Service fatigue strength curves: a) approximation by broken straight line; b) the impact 

of the heaviness of work regime onto the relation of the curve of service and basic strength 

The testing of service fatigue strength and failure probability for service fatigue 
strength is quite complex in comparison with this testing of basic strength. Two basic 
additional problems are imposed here. One relates to the manner of creating loads (stress) 
in the course of testing, the other relates to the choice of stress level for testing. The stress 
spectrum is an ordered set of stress changes. By ordering this set, the sequence has been 
lost and the impact of small and big changes has been mixed up. Gassner has suggested a 
solution for this problem. Following his suggestion, the ordered set should be mixed 
again so that the simulation effect is as close as possible to the effect of real random 



function of stress fluctuation. The simulation of each of the amplitudes should not be 
performed so as to finish firstly with one amplitude and then go onto the other. Each 
amplitude should be simulated from the beginning in small blocks, which will be repeated 
several times up to failure of the tested object. This will have a positive effect on getting 
closer to the effect of the sequence of stress fluctuation to the real state. He suggested a 
diagram following which it is necessary to make a simulation of stress change (Fig. 17) 
which is obtained by transforming the stress spectrum. As the stress spectrum value 
nb = 106 or 105 is too big, fracture may occur before the simulation on spectrum is 
completed, i.e. at NR < nb or at a little bigger cycle number NR than nb. In order to avoid 
this possibility, the stress change simulation should be performed in blocks NB which are 
by the cycle number much smaller than the unit spectrum of stress nb. The block of cycles 
is obtained by proportional decrease of the cycle numbers in the stress spectrum. The 
proportion for this transformation is 
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The simulations are materialized by starting from some stress level from the spectrum 
(block) centre. Upon completion of the simulation of stress level σ4, for example, with the 
number of cycles ∆NB4, a transition is made onto a higher stress level σ3 and so on up to 
σ1, and then from the biggest stress level towards smaller ones as presented in Fig. 17. If 
block NB is smaller, it will be repeated several times up to fracturing, i.e. the number of 
repetitions is y = NR/NB. Better mixing of big and small stress amplitudes suits the greater 
number of repetitions. Too big number of repetitions of blocks imposes the need for the 
unacceptable big number of stress level change in the course of the testing process. This 
problem may be resolved by electronic, i.e. program management of stress level changes. 

σ 

1 4 3 2 2 3 4 5 6 7 8 8 7 6 5 
n 

∆NB  
Figure 17. The sequence of cycle blocks of stress in testing of service 

fatigue strength (Gassner’s diagram) 

For the determination of failure probability for service fatigue strength, test results are 
required for three stress levels σR, i.e. σ1. Two levels are required for the determination of 
the direction of the lower part on the service fatigue strength curve. The upper part of this 
broken straight line is parallel with the line of the basic (Wöhler’s) strength. Testing is 
necessary for one stress level for the purpose of determination of the position (distance) 
of this part from the line of basic strength. The highest stress level σR′ is chosen in such a 
manner that all stress levels in the stress spectrum are greater than the infinite life 
strength. The lowest stress level in the spectrum must thereby be significantly above the 
infinite life strength, so that the greatest stress in the spectrum σR′ is in the zone of the 
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upper part of the service strength. The second level of the greatest stress in the spectrum 
σR″ should be in the upper region of the lower part. This condition is achieved if stress 
levels in the stress spectrum are so adjusted that at least one stress level (the lowest) is 
under the level of infinite life strength. The third level of the greatest stress in the 
spectrum σR′″ should be on the level close to and above the range of infinite life strength 
dissipation. For each of the chosen three levels of greatest stress in the stress spectrum 
(service fatigue strength) a set of zΣ test specimens is tested. Fractures occur at different 
numbers of cycles NR, following the same principle as in the range of finite life strength. 
Classified by values, cycle numbers NR may be presented as in the table in Fig. 18. The 
calculated failure probabilities PR for the respective cycle numbers are entered into 
corresponding Weibull’s coordinate mesh. After approximating with a straight line, para-
meters of these distributions are determined. In the example in Fig. 18, for service fatigue 
strength levels σR′, σR″,σR′′′, the functions of distribution of failure probabilities are: 
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Figure 19. Distribution functions of the failure probability for service fatigue strength 

Using the formed distribution functions, it is possible to calculate on each of the three 
service fatigue strength levels the cycle numbers NR for failure probabilities PR = 0.1, 0.5, 
and 0.9 from the expression obtained by the logarithm of Weibull’s function of failure 
probability ln(1 )R RN Pβη= − − . By joining the points with the same failure probability 
a dissipation range is formed by the lines for the probability PR = 0.1 and 0.9 (Fig. 19). 
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Figure 19. Dissipation of experimental data for service fatigue strength 
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By joining the points at the levels of service fatigue strength σR′′ and σR′′′ a dissipa-
tion range is formed around the lower part of the service fatigue strength line. For the 
points on the level σR′ parallel with the line for time strength forms the dissipation range 
around the upper part of the service fatigue strength. The third region overlaps with the 
dissipation region of the failure probability for infinite life strength. Based on the 
obtained border curves it is possible to determine the functions of the distribution of the 
failure probabilities for any level of service fatigue strength σR and for any cycle number 
up to failure NR. It is also possible to determine the coordinates of the breaking points of 
the service fatigue strength curve for the respective failure probability as well as the 
respective exponent of the service fatigue strength curve q. 

CONCLUSIONS 

The fatigue process of machine parts has not been studied sufficiently, particularly in 
the part until cracks occur. Besides this, the process is stochastic, i.e. hard to predict 
either by applying theoretical or empirical methods. Those are the reasons why experi-
mental results and mathematical statistics in the form of probability indicators – reliabi-
lity are used in practical applications. 

The indicator of the possibility for the occurrence of fracture on a certain place at a 
certain time in machine systems is elementary reliability. It represents the controlled risk 
of the designer to allow such a place for the possibility of failure with the aim of 
rationalizing the dimensions in comparison with the complete safety which is expressed 
by the safety factor. 

The procedure for the determination of the elementary reliability is simple and has 
been presented in the initial part of the work. The gathering of the information required 
for the calculation of this reliability is a big problem. Extensive research is required for 
the purpose of statistic generalization. Procedures which enable rationalization in the 
scope of the testing process have been presented in this work. 
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PREDICTION OF THE FRACTURE AND FATIGUE PROPERTIES OF 
WELDED JOINTS BY HEAT-AFFECTED-ZONE SIMULATION 

Vladimir Gliha, Faculty of Mechanical Engineering, Maribor, Slovenia 

INTRODUCTION 

Welding is the best practical way of joining two or more metallic pieces to make them 
act permanently as a single piece. Elements of huge steel constructions and heavy 
machinery are mostly joined by fusion welding, using arc welding with the consumable 
electrodes. Arc fusion welding is an efficient and simple joining technique enabling high 
commercial effects because of achievable good quality joints produced in workshop con-
ditions (industrial production) as well as on-site (erection). 

Many metallic structures are made of steel. Nowadays, high strength low alloy 
(HSLA) structural steels are increasingly used all over the world. They have some funda-
mental practical advantages over plain carbon structural steels as higher strength and 
improved toughness, and due to good weldability are extraordinary well suited to design 
and manufacture welded products which will be subjected to the most demanding condi-
tions. If designers, technologists, and inspectors are really familiar with all peculiarities of 
processing these steels, a painless confrontation of industry with the world market is 
guaranteed. The successful competition in this market is then quite possible. 

A serious problem when welding with the HSLA structural steels is to ensure the 
adequate toughness of all zones in the joint. Besides, some kinds of weld defects are 
always present in commercial welded joints. Existence of defects and weak zones at the 
same time can promote fracture of the welded joint during production, testing by loading, 
or in normal exploitation. Failure occurs with crack initiation. Crack initiation is the 
consequence of an over-critical interaction between stresses and inconveniently oriented 
crack-like defects. The basic function of welded joints is jeopardised if any kind of the 
crack, which could not be arrested, initiates during loading. The final result of this 
process is namely disintegration of the joint. The type of interaction between stresses and 
defects mainly depends on the character of the loading, on the temperature, and effects of 
environment. Thus, the effects of cyclic mechanical loading on welded joints are different 
than effects of static, quasi-static, or dynamic loading. 

Feasibility to prepare samples with the microstructure of potential weak zones of 
welded joints which extensions enable mechanical testing were a welcome step to the 
experimental studies of welded joint properties and effects of welding on metals. Such an 
approach is possible because of the available equipment which is purposely designed for 
these tasks, i.e. thermal cycle simulators. This computer controlled equipment is used for 
the simulation of thermal conditions during welding on samples of the material with the 
appropriate starting microstructure. The fracture and fatigue properties of different zones 
in welded joints will be successfully predicted if appropriate specimens are made of these 
samples and tested in accordance with their size. The limited size of specimens is the 
main obstacle in the intention to determine relevant welded joint properties by testing. 
The size of samples with the simulated microstructure depends on the heating and cooling 
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capacities of the simulator as well as on the material, peak temperature of the thermal 
cycle, and necessary size of the zone with simulated microstructure. 

The lecture presents most important results of researches performed in the Research 
and Development Institute of Metalna in Maribor, and in the Welding Laboratory of 
Mechanical Engineering Faculty, Maribor, in the last 15 years, from since the thermal 
cycle simulator was available. Some other results, obtained in the researches with our 
participation are also included. Those results are used to explain applied approaches to 
study fracture and fatigue properties of welded joints in HSLA structural steels. 

1. WAYS TO TEST THE STRENGTH OF WELDED JOINT 

Static and dynamic strength of welded structures with crack-like defects can be evalu-
ated using different types of precracked specimens. The reliability of these results, 
obtained experimentally, depends mostly on the shape and size of specimens used. 
1. In order to assess the actual strength of workshop-quality welded structures, full-size 

models are loaded up to fracture, or to plastic yielding. These so-called proof tests of 
full-scale samples are sometimes used in series production. Different types of proof 
tests include strain- or displacement-measurement tests and fracture or burst tests. 
Tests performed on structures with a crack prepared in the area of the lowest fracture 
resistance provide reliable fracture-toughness data. The effect of structural shape and 
the effects of residual stresses are included in experimental fracture-toughness data. In 
the case of special-order production of huge welded structures (cranes, bridges, halls, 
boilers, pressure vessels) full-scale tests are extremely expensive and are not often 
used. Such well documented tests had been performed in the past on two models of the 
penstock for the reversible hydro-electric power plant in Bajina Bašta [1-4]. 

2. In order to assess a real strength of workshop-quality welded joints, large, welded pre-
cracked specimens are tested in pure tension. These specimens, known as wide plates 
(WP), belong to the group of large-scale fracture-toughness specimens. The effects of 
residual stresses, always present in the non-stress relieved welded joints, are similar to 
those in welded structures if base metal thickness and welding technology are the same. 
Some WP tests were recently conducted in the brittle-to-ductile fracture transition-

temperature range on a single-bevel, K butt-welded joint in a HSLA structural steel [5-7]. 
3. Small-scale fracture-mechanics specimens are usually used to assess the apparent frac-

ture toughness of different zones in welded joints. Some of those specimens are stan-
dardised; others are not. The size of standardised specimens depends on welded joint 
thickness. Specimens are easy to prepare, the experiments are simple, quick and cheap, 
and loadings are low; just opposite to the situation described in both previous points. 
Unfortunately, the effect of residual stresses is practically absent from fracture-tough-
ness data due to limited size of the sampled welded joint. Residual stresses are almost 
totally removed during welded joint cutting and specimen machining. 
For the study of the properties of the heat-affected-zone (HAZ), the welded joint shape 

can be specially designed to allow the test of particular HAZ sub-zone. Single-bevel 
welded joints are appropriate because the crack tip can be positioned in the interesting 
HAZ sub-zone across the weld-joint thickness. The so-called composite notch is used for 
fracture-mechanics specimens of double-bevel, X, or V butt-welded joints. So obtained 
joint weakest link is presented in [8]. This type of specimen is also suitable to test fracture 
properties of simulated microstructure of welded joints. 



2. THERMAL CONDITIONS IN WELDING PROCESS 

Structural steels belong to polycrystalline metals. In general, properties of polycrystal-
line metal depend on its microstructure. Microstructure is a function of chemical compo-
sition, thermal history, and starting microstructure. The same situation is with different 
zones of welded joints in steels. 

Each fusion welded joint consists of two materials: the weld metal (WM) and HAZ, 
whereas, WM is solidified mixture of fused filler and base metal (BM) if welding with 
consumable electrodes is applied. HAZ is actually BM in which the microstructure is 
altered due to the welding thermal effect. Fusion line defines the limits of both materials 
(Fig. 1). 

          BM

HAZ

WM

fusion line  
Figure 1. Specific zones in a fusion welded joint (BM, WM, and HAZ) 

Joining by fusion welding can be performed either in a single run (single pass weld-
ing) or using two or more passes to realize the joint (double- or multi-pass welding). 

In case of single pass welding, the microstructure of the weld metal is more or less 
uniform, but the microstructure of HAZ depends on the peak temperature of the thermal 
cycle and its cooling time. The heating sequence of welding cycle is not important, whilst 
the sequence of the highest temperatures and the cooling sequence, especially the cooling 
rate, are decisive for the final microstructure. The first and second sequences have effects 
on grain growth while the second and third sequences – on the micro-constituents that 
have been formed [9]. Cooling rate for carbon structural steels is usually expressed as 
∆t8/5. This is the cooling time in the temperature range 800–500°C when austenite decom-
poses into microconstituents stable at lower temperatures. 

The expressions from reference [10] were used to design appropriate cooling sequence 
at a particular point in the vicinity of the heat source during seam welding. Three-dimen-
sional heat flow is assumed. 

For defined ∆t8/5 and temperature of the material T0 (either ambient/preheating tem-
perature or inter-pass temperature) an appropriate net heat input, Q, is calculated as: 
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where λ is the thermal conductivity. 
If the peak temperature of the thermal cycle caused by welding, Tp, is fixed, the 

distance R from the point in the HAZ to the line where the heat source is travelling during 
a weld-pass deposition can be calculated as: 

0

2
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QR
πeρc T T

=
−

 (2) 

where c and ρ are the heat capacity and the density, respectively. 
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Thus, for the known R, Q and T0, the temperature course in the cooling sequence of the 
thermal cycle was designed for use on a computer-controlled thermal cycle simulator as: 

2

4
0( )

2

R
DtQT t T e

tπλ
−

= +  (3) 

where D is the diffusivity and t is the time. 
Microstructure of the former single cycle zones can be retransformed in the case of 

multi-pass welding. Subsequent thermal cycles that reheat these materials over Ac1 tem-
perature represent the newest thermal history. Microstructure of the weld metal and HAZ 
in the vicinity of those weld passes is therefore changed and the properties are now differ-
ent (Fig. 2). 
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Figure 2. Different zones formed in the heat-affected-zone (left) and in the weld metal (right) 

of a multi-pass welded joint, therefore having different properties 

3. SIMULATIONS AND MICROSTRUCTURE EVALUATION 

Different shapes of samples have been used on different simulators: cylindrical 
samples on Gleeble simulators (Fig. 3a [11]), rectangular ones on Smitweld simulators. A 
thermocouple is leant against the sample or welded to it in its mid-length. Type of 
thermocouple is chosen according to its resistivity against the highest temperature of the 
thermal cycle applied and its duration. 

Dilatation can be measured during the thermal cycles. Combining the results of dilatation 
curves analysis and of metallographic examination, continuous-cooling-transformation time 
(CCT) diagrams can be designed. They are valid under welding conditions. 

The material for simulation is cut from steels (BM) and welded joints (WM). An 
example of the single-pass WM sampling, prepared for simulation is shown in Fig. 4 [12]. 

 356

Samples of the base metal or single cycle weld metal are heated to temperature Tp, that 
should be below the melting point of the material concerned, as rapid as necessary (the 
highest heating rate depends on the simulator’s capacity) and then cooled immediately or 
after some delay. Immediate cooling is typical for real welding. Holding at peak tempera-
ture for a few seconds is convenient for deeper metallurgical studies because effects of 



heating by welding are in this way much more clear and more stressed. The consequence 
of such a weld thermal cycle simulation in the limited length of the specimen mid-part is 
a uniform microstructure over the whole cross-section of the sample (Fig. 3b [11]). 

  
Figure 3. Sample with a simulated microstructure of HAZ (a). 

Macrograph made in the middle of the sample (b). 

 
Figure 4. Sample with the starting microstructure of the weld metal 

Two examples of welding simulation performed on thermal cycle simulator are shown 
in Fig. 5. Both diagrams show thermal conditions close to the fusion line, where during 
welding the temperature attained almost melting point of the steel Nionicral 70 at least 
once. The Tp exceeded 1350°C during single thermal cycle. Coarse grain HAZ is formed 
(CGHAZ). During the double thermal influence, the Tp1 exceeded 1350°C too, but then 
the Tp2 (peak temperature of the subsequent weld pass) attained the temperature range in-
between Ac1 and Ac3 temperatures (780°C). Dilatometric curves are recorded. Their 
analysis show at which temperatures austenite begins to decompose (indexes s) and at 
which temperature the decomposition is finished (indexes f). In Fig. 5, M means marten-
site, whilst B means bainite. 

Continuous-cooling-transformation diagrams represent the microstructure that will 
form during welding at different distances from the fusion line at different cooling rates. 
Chemical composition and peak temperatures are already taken into account. 

An example of CCT diagrams in the region of the coarsest grain is shown in Fig. 6 for 
two different steels: HSLA steel Nionicral 70, and StE 355 Ti, fine-grained steel, micro-
alloyed with Ti. The first CCT diagram is taken from Ref. [13] whilst the second one from 
Ref. [14]. Both diagrams are valid under welding conditions for CGHAZ, since the 
temperature of thermal cycles exceeded at least 1350°C, and cooling corresponds to real 
welding. Such a thermal cycle is shown in the upper diagram in Fig. 5. 

The microstructure of CGHAZ at higher cooling rates (shorter ∆t8/5) in Nionicral 70 is 
martensitic (Fig. 6–left). At medium rates the bainitic-martensitic microstructure is found in 
the CGHAZ. As longer is ∆t8/5, the proportion of bainite in CGHAZ is greater. At very slow 
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cooling (∆t8/5 ≥ 400 s) smaller portion of ferrite is already present in the predominantly 
bainitic microstructure of CGHAZ. All is reflected in the Vickers hardness of formed 
microstructure (numbers in circles). Maximum hardness of martensitic CGHAZ depends on 
the carbon content of steels. It can be calculated (C ≅ 0.09%) as, 

max 802 % 305HV C= × +  (4) 

 

 
Figure 5. Thermal conditions at fusion line simulated for single-(top) 

and double-pass welding (bottom) 

For the steel StE 355 Ti, the obtained CCT diagram is different (Fig. 6–right). This 
can be attributed to significant differences in chemical compositions of these two steels 
and the effect of applied manufacturing technologies. 

An example of CCT diagrams for two different zones in double-cycle HAZ at the 
fusion line valid under welding conditions is shown in Fig. 7 [13]. In the first thermal 
cycle the microstructure of CGHAZ is formed. The applied maximum temperature of the 
subsequent thermal cycles exceeded Ac3 temperature (Tp2 ≅ 955°C), left diagram in Fig. 7, 
and attained temperature range Ac1–Ac3, right diagram in Fig. 7. Cooling corresponds to real 
welding. At higher cooling rates, martensitic HAZ will hardly exist if Tp2 ≅ 955°C and 
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will never exist if Tp2 ≅ 780°C. Bainite in both double-cycle HAZs is formed at shorter 
∆t8/5 than in CGHAZ (Fig. 6–left). Smaller portion of ferrite is already present at much 
higher cooling rates than in the case of CGHAZ. All this is reflected in Vickers hardness 
of formed HAZs (numbers in circles). The obtained CCT diagram that corresponds to 
Tp2 ≅ 780°C is valid only for the retransformed part of the former CGHAZ. The rest of 
microstructure is tempered former single cycle CGHAZ. 

       

320 195218

 
Figure 6. Continuous-cooling-transformation (CCT) diagrams valid for CGHAZ of two steels: 
HSLA steel Nionicral 70 (left) and StE 355 Ti, fine-grained steel, microalloyed with Ti (right) 

        
Figure 7. Continuous-cooling- transformation (CCT) diagrams valid for different double-cycle 
heat-affected-subzones close to fusion line of HSLA steel Nionicral 70. Due to differences in peak 
temperatures Tp2 the microstructures are not the same. 

 359



4. MECHANICAL PROPERTIES OF SIMULATED MATERIAL 

Hardness of the simulated microstructure is not difficult to measure. Actual hardness 
data are available from real welded joints, too. Brinell hardness of a single cycle HAZ for 
HSLA steel Ninonicral 70 is shown in Fig. 8–left [13]. Peak temperature, Tp ≅ 700°C 
represents Ac1 temperature of the steel, whereas Tp approaching 1400°C represents the 
zone close to the fusion line. The hardest is the CGHAZ. Impact toughness of the same 
HAZ as that in Fig. 8–left, is shown in Fig. 8–right [13]. The hardest zone of HAZ, i.e. 
the CGHAZ, has the lowest toughness. 

It is an easy task to determine impact toughness on simulated microstructures. Size of 
the sample is so defined that standard Charpy specimens can be machined. The region 
with the simulated microstructure is a few millimetres long and located in the middle of 
the sample, and the V-notch can be positioned at this point (Fig. 9–left). As an example, 
Charpy impact toughness vs. temperature (S curve) for the simulated microstructure of a 
CGHAZ of HSLA Nionicral 70 steel [15] is shown in Fig. 9–right. 

   
Figure 8. Hardness HB (left) and V notch Charpy impact toughness at –40°C (right) for 

specimens, simulated at different temperatures Tp, meaning across the whole width of the HAZ 
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peak temperature of subsequent thermal cycle, as shown by an example for the same 
steel, in Fig. 10–right [13]. 

 
Figure 9. Charpy specimen machined from the sample with simulated microstructure 

of the CGHAZ (left), and its S-curve (right) 

The relation between impact toughness and cooling rate can be studied as shown in 
Fig. 10–left for HSLA Nionicral 70 steel, and the relation between impact toughness and 



      
Figure 10. Impact toughness against ∆t8/5 for a single cycle CGHAZ (left), and against Tp2 for 

HSLA structural steel Nionicral 70 (right). D le-cycle HAZ was previously CGHAZ. 
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Measurement of mechanical properties (yield strength and ultimate tensile strength
rheological material properties of different zones of welded joints is pretty com

ed. Standard gauge-length of tensile specimen has be at least 10 times longer than the 
diameter. Simulated microstructure exists only in the middle of the sample, therefore 
some adapted tensile specimens should be used. An experimental set-up is sketched in 
Fig. 11. 

Hourglass-shaped specimens were used in reference [13]. The load, F, the load-line 
displacement, ∆l, and circumference, πD, had been measured during specimen loading. 
Change of circumference can be used for the determination of decreasing cross-section 
diameter D. The circumference enabled calculating true strain during tensile testing, 
because standard strain measurement in the longitudinal direction of the specimen is not 
possible here. 

The diagram with load (F) transformed into engineering stress (σ 0) versus load-line 
displacement (∆l) enabled determining ultimate tensile stress, R , if the value σ  is 
known. Fracture stress, σ f, is expressed by σ0f (Fig. 12–top). The engineering strain (ε0) is 
calculated via change of specimen’s current diameter, D , and yield stress, Rp0.2, on the 
basis of σ0p0.2 (Fig. 12–bottom). 

Strength coefficient A and plastic strain exponent n are determined using logarithmic 
dependence of true stress against true strain (Fig. 13). 
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Figure 11. Experimental determination of mechanical and rheological properties 

of material with the simulated microstructure 



 

 
Figure 12. Engineering stress σ0 versus load-line displacement ∆l diagram (top), and 

engineering stress σ0 versus engineering strain ε0 diagram (bottom) 

 
Figure 13. Logarithmic dependence true stress–true strain for determination 

of strength coefficient A and plastic strain exponent n 

5. FRACTURE PROPERTIES OF SIMULATED MATERIAL  

Two types of precracked small-scale fracture toughness specimens were used to deter-
mine fracture properties of simulated microstructures that can be found in welded joints: 
round tensile and three-point-bend specimens, presented in Fig. 14. 

The reachable size of specimen actually depends on the heating and cooling capacity 
of the used simulator. Therefore, specimens made from samples with simulated micro-
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structure of the appropriate sub-zone of the weld are hardly large enough for standard 
testing of fracture toughness KIc [16,17]. 

Only provisional fracture toughness values are available when specimens do not fulfill 
the size criteria in standards which depend on fracture and mechanical properties of the 
tested material. The only exceptions are the extremely brittle sub-zones of welded joints. 

Otherwise, adequate methods should be introduced to evaluate either the provisional 
fracture toughness data or original experimental diagrams. These approaches are of great-
est interest because just the most brittle sub-zones are decisive for the integrity of the 
whole welded structure. 

When simulation is performed, the prepared microstructure exists only at the mid-
length of the samples. The crack should be positioned there. Besides, fracture toughness 
should not be influenced by crack preparation. 

The ro hine pre- 
notched to 1.5 mm i AZ. The specimens 

 2.5 mm deep ring-
 R = –1 was applied. 

Th

und tensile specimens φ10×120 mm (Fig. 14–left) were circularly mac
n the region of the simulated microstructure of H

were loaded by rotational bending to produce approximately 2 to
shaped fatigue pre-cracks. Minimum to maximum cycle loading ratio

e maximum stress intensity factor, Kmax, was kept below 70% of the minimum 
expected KIc [18], which could be measured using a specimen with D = 10 mm. Kmax was 
established as: 

max I0.7 0.7 0.0572
1.5

app app
c p p

DK K R R= = × = ×  (5) 

The approximate yield strength, Rp
app, was determined from hardness data using 

formulas from [17]. The Rp
app and Kmax values in Eq. (5) are expressed in MPa and in 

MPa·m1/2, respectively. The final proportion of the net-to-gross diameter of the specimen 
was 0.5 to 0.6. 

Tensile specimens were loaded up to fracture. If diameter D fulfilled the condition 
given in [18], plane-strain fracture toughness, KIc, would be expressed by using the 
following relation: 

2 3 4

I 2
32 1 0.363 0.731 1

2 8
1F d d d d ddK

D D D D Dd
π

π
⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + + − + −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 (6) 

Two different F–LLD (∆l) diagrams recorde

⎡ ⎤

d by fracture toughness testing are shown 
in Fig. 15 [19]. The left one is linear and enables direct KIc determination, whilst the right 
one is not valid for KIc determination, according to standards. 

120

φ1
0
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8
 

Figure 14

15

. Round tensile specimen (left), and three-point-bend specimen (right) 
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Figure 15. Acceptable linear (left), and non-linear F–LLD (∆l) diagrams. Only acceptable linear 

behaviour can be used for plane-strain fracture toughness KIc determination 

The three point bend specimens, 8×15×70 mm in size (Fig. 14–right), were machine 
pre-notched for 5 mm on one side in the n of the simulated microstructure. The 
specime  fatigue 
pre-crack 2.5 
intensity factor, Kmax, during precracking that ensures a negligible influence on fracture 
toughness was determined according to the standard in reference [20]. 

Specimens can be loaded up to fracture (Fig. 15), or during stable crack growth with sig-
nificant pop-in effect (Fig. 16–left) or, even beyond maximum load Fm (Fig. 16–right) [13]. 

In case of stable crack growth, the single specimen method can be used by applying 
the potential drop method (Fig. 17–left) [13], or compliance measurement technique 
(Fig. 17–right) [21]. 

regio
ns were loaded using repetitive bending at a loading ratio R ≤ 0.1 to form

mm in crack length to width ratio a/W of about 0.5. The maximum stress-
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Figure 16. Fracture mechanics experiments: quasi-brittle fracture initiation occurred, expressed by 

typical pop-in (left); stable-crack growth, with expessed plastic behaviour (right) 

An appropriate crack tip opening displacement (CTOD) value (δi, δc or δ0.2) can be 
calculated after determined position of crack initiation (Fi), as follows [20]: 

2 21 0.4 CMOD
2 0.4 0.6 p

p
δ

R E W a
= +

+
 (7) 

( µ ) K (W a)− −
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Figure 17. Detection of crack initiation by the potential drop method (left), and 

the compliance method (right) 
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Figure 18. Provisional stress intensity factor, KQ, determined on round tensile specimens (left), and 
provisional crack-tip opening displacement, δQ, determined on three-point-bend specimens (right), 

for ∆t  = 10 s (above) a for ∆t  = 30 s (below) 

Series own in 
Fig. 14. In general, two HAZ sub-zones fro  structural steel Niomol 
490K were treated [21]. The provisional fracture toughness results, KQ, for round tensile 
specimens are given in Fig. 18–left, and δQ–values for three-point-bend specimens in 
Fig. 18–right. Mostly the size of specimens was not sufficient for KIc measurement, espe-
cially bend specimens, because the following conditions were not fulfilled: 

nd 8/5 8/5

 of tests were performed at different temperatures on specimens sh
m welds in the HSLA

2 2
I I1 5 ; 2 5c c

p p
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R R

⎛ ⎞ ⎛ ⎞
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⎝ ⎠ ⎝ ⎠
 (8) 

where D and B are the round tensile specimen diameter [18], and the rectangular three-
point bend specimen thickness [16], respectively, whereas Rp is the yield strength. 

For further evaluation, the experimental force vs. load-line displacement diagrams (F–
LLD) and force vs. crack-mouth opening displacement diagrams (F–CMOD) were 
adapted according to the equivalent-energy method, the idea described in reference [22] 
and shown in Fig. 19. 
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Figure 19. Recorded non-linear diagram up to fracture at Fc and the appropriate fictive linear 

diagram. The same deformation energy consumption is assumed. The fictive load FE is looked for 

The work necessary for brittle or quasi-brittle fracture of specimens was searched for. 
The fictitious critical load, FE, is used to calculate the approximate fracture-toughness 
value KEE: 

12 ; E
E EE

YFF tgαA K
B W

= =  (9) 

where the area under the actual diagram, A , represents the work done to the specimen up 

ending 
on 

1

to fracture, and angle α is initial slope of the diagram. The equality of areas A1 and A2 is 
assumed; B and W are specimen dimensions, whilst Y is the compliance factor dep

a/W ratio. 
The result of final evaluation is shown in Figs. 20 and 21 [21]. 
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Figure 21. Approximate fracture toughness values KEE of CGHAZ30 and ICCGHAZ30

The KEE values of both ICCGHAZs agree fairly well across the whole temperature 
range of CTOD testing (–40 to 0°C). The agreement between KEE values of both 
CGHAZs is acceptable only at −40°C, but not at higher temperatures. However, values in 
Figs. 20 and 21, which are derived from diagrams recorded by CTOD testing, are in 
general, in spite of adaptation, less optimistic than the others. The reason is the character-
istic geometry of both fracture toughness specimens. 

Experimental fracture toughness results are always influenced by plastic zone size, 
irresp  
diagrams, the developed plastic zone size is limited and the influence is almost negligible. 
Nevertheless, the effect of the same size of plastic zone is higher on tensile specimens 
than on three-point bend specimens. The reason is the actual size and the peculiarity of 
circular cross-sections in comparison with rectangular ones. The size of the net cross-
section of both specimens depends on the size of the pieces of steel that can be prepared 
on simulators and on the specimens’ shape. 

When a limited, but not a negligible, plastic zone is developed, another approach is 
available for the evaluation of material fracture toughness; this is known as plastic zone 
correction method [23]. The plastic zone size assessed at the moment of fracture is added 
to the actual crack length. A more realistic fracture toughness is calculated according to 
the usual formulae. By using a crack length correction, the specimen cross-section is ficti-
tiously reduced. 

An increase in crack length changes the specimen cross-section. The consequence of 
the plastic zone development results in a reduction of net diameter, d, of tensile speci-
mens with a round cross-section, and of the net width (ligament), W − a, of specimens 
with a rectangular cross-section. The increase in crack length is approximated simply 
with the plastic zone size, ry, since ry << d and ry << W − a. However, the relative cross-
section reduction for both types of specimens is not the same, despite the same plastic-
zone size and the same stress state. The expression for round tensile specimens is shown 
in Eq.

tensile spec.
bend spec.

ective of the degree of non-linearity of F–LLD diagrams. In case of perfectly linear

 (10) whereas for three-point-bend specimens in Eq. (11). 



2 4
4

yrπd dSS
S d

= → = −  (10) 

( ) yrdSS B W a
S W a

= − → = −
−

 (11) 

Taking into account actual dimensions of both types of specimens (5 ≤ d ≤ 6 mm and 
W − a ≅ 7.5 mm) the ratio of relative cross-section reductions is: 

1 2

4( ): 5 to 6dS dS W a
S S d

−= =  (12) 

The effect of plastic zone size on experimentally determined fracture toughness would 
be 5 to 6 times higher on tensile specimens than on three-point bend specimens. Actually, 
results at −40°C agree better than shown in Figs. 20 and 21. The discrepancy at higher 
temperatures is more significant. 

The final result is that both types of small-scale fracture mechanics specimens are 
useful for assessing fracture toughness if fracture toughness is extremely low, i.e. when-
ever embrittlement caused by welding finds expression in a very low fracture toughness 
of the HAZ. 

6. FATIGUE PROPERTIES OF SIMULATED MATERIAL 

Two types of specimens were used to determine some fatigue properties of simulated 
microstructure found in HAZ of welded joints. They are shown in Fig. 22. 

Simulated microstructure exists at the mid-length of the samples. The appropriate 
shape of specimens and the type of loading must be taken into consideration. Strength of 
HAZ can be higher than the strength of the base metal. In general, fatigue properties 
increase with strength. Relevant fatigue properties will be available only if the fatigue 
process takes place in the mid-length of the specimen. 
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Figure 22. The appropriate specimen for measurement of fatigue crack propagation 
rate (left), and for the endurance limit (right) in HAZ 

, ∆K, is shown in Fig. 23–left [13]. 

ther smooth or weakened with Vickers indentations. They actually modelled 
surface defects, of the size comparable with the size of grains in CGHAZ. An example of 
the endurance limit, ∆σeBn, against the cooling time, ∆t8/5, is shown in Fig. 23–right [13]. 

Single-edged specimens were used to determine fatigue crack propagation rate in the 
materials of simulated microstructure. Specimens were loaded in pure bending on reso-
nant loading machine. The obtained propagation rate, da/dN, determined for two different 
CGHAZs vs. stress intensity range

A notch 3.2 mm deep with radius R = 3.0 mm causes stress concentration with factor 
Kt = 1.74 [24,25], the level encountered in real welds [26]. The notched specimens were 
used for experimental determination of endurance limit. Surfaces at the bottom of the 
notch were ei
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efects were calcu-

re 23. The fatigue crack propagation rate (left), and three courses of the endurance limit 

Two types of surface defects were considered: single Vickers indentations and series 
of Vickers indentations. The size of each indentation was either d ≅ 110 µm or d ≅ 
220 µm. Both kinds of artificial defects are schematically presented in Fig. 24–left 
[27,28]. Equivalent geometrical parameters (EGP) of these artificial d
lated. Defect size and stress gradient were also taken into account [13]. They are shown in 
Fig. 24–right. 
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Figure 24. Single (upper left) and series of Vickers indentations (left down) used as 
artificial surface micro-defects and appropriate designed equivalent geometrical 
parameters (EGP) that describe the effect of defects on fatigue strength (right) 

Experimentally determined fatigue strength, i.e. endurance limit of materials, of 
twelve different structures found in HAZ, from both single cycle CGHAZs and double 
cycle HAZs that initially, after the first cycle were CGHAZs, are presented in Fig. 25 
[13,28] in double logarithmic coordinates. Endurance limit of simulated HAZ with the 
sizes of defects at the right side of the diagram resembles the influence of long cracks. 
The slopes approach one half, which is typical for linear elastic fracture mechanics. 

In order to consider the significance of material strength for fatigue behaviour, the 
threshold stress intensity factor range is normalised with the strength of the material. 
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 final conclusion of this research was that the threshold stress intensity 
∆Kth, of discussed HAZ zones depend on their ultimate tensile strength, Rm, a
e of artificial defects expressed by EGP. Their relations are express

pirical formulas: in Eq. (13) the Goodman criterion is applied, whereas in Eq. (14) the 
criterion of Gerber is used, 

3 0.35(1.20 10 0.485)EGPth mK R−∆ = × +  (13) 
3 0.33(1.13 10 0.730)EGPth mK R−∆ = × +  (14) 

The effect is clearly shown in Fig. 26. 
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Figure 26. The threshold stress intensity factor range normalised with the strength of the material 
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APPLICATION OF FRACTURE MECHANICS IN 
ASSESSMENT OF STRUCTURAL INTEGRITY 

Aleksandar Sedmak, Faculty of Mechanical Engineering, Belgrade, S&Mn 
Marko Rakin, Faculty of Technology and Metallurgy, Belgrade, S&Mn 

INTRODUCTION 

Fracture mechanics is a scientific discipline related to cracks and their effects on the 
behaviour of various materials and structures. Fracture mechanics (originally referred to 
as crack mechanics) started to develop at the beginning of the XX century, with the 
papers of Inglis on stress concentration [1] and Griffith, on energy releasing rate [2]. In 
the fifties Irwin established foundations of linear elastic fracture mechanics by introduc-
ing the stress intensity factor and its critical value [3,4]. At that time fracture mechanics 
registered first significant successes in practice by explaining failure of Liberty ships and 
Comet jet airplanes [5]. Further development of this scientific discipline included its 
expansion to the elastic-plastic field, using the analysis of a plastic zone in front of a 
crack tip [5,6] and the introduction of proper parameters – crack tip opening displacement 
[7] and J integral [8]. As a matter of course, the development of fracture mechanics in 
some other important fields such as fatigue, [9], creep [10], and corrosion [11] followed. 

Practical application of fracture mechanics is from the very beginning based on the 
interpretation of its parameters; on one hand, they represent loading and structural geome-
try, and on the other they represent material properties and its resistance to crack growth. 
In that way the triangle of fracture mechanics has been established, Fig. 1, enabling frac-
ture mechanics to become one of the foundations of a new discipline – structural integ-
rity. In other words, instead of only handling fracture analysis, fracture mechanics has 
become an important tool in the hands of engineers whose job is to prevent fracture. 

      CRACK
DIMENSIONS

 FRACTURE
TOUGHNESS

 FRACTURE
MECHANICS

 
Figure 1. Fracture mechanics triangle 

Fracture mechanics has brought significant changes in engineering practice. As an 
example to illustrate this statement, the problem with the Alaska pipeline and application 
of the fracture-safe principle in design may be mentioned. In case of the pipeline from 
Alaska to the rest of the USA, the fracture mechanics criteria were adopted instead of 
traditional standards on admissible defects in a welded joint [12]. Namely, when non-
destructive testing revealed a large number of defects in round welded joints which, 
according to the then effective standards, should have been repaired, the question of eco-
nomic justification, i.e. necessity of repair, arose. Therefore, the institution in charge, 
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following the requirement of the company that installed the pipeline, addressed to the 
National Institute of Standards and Technology (then the National Bureau of Standards – 
NBS) for help. Detailed analysis of fracture mechanics parameters, based on the concept 
of crack tip opening displacement, covered assessment of the crack growth driving force 
on one hand, and resistance of the material (weld metal) to crack growth [13-16] on the 
other hand. The results of that research were officially accepted, so that the scope of 
repair was dramatically reduced, due to which unnecessary costs were avoided as well as 
risks of occurrence of new defects caused by repair welding. Thanks to that research it 
was concluded that the analysis of fracture mechanics is an acceptable base for admissible 
exception from the existing standards under certain circumstances, if such analysis 
provides convincing and conservative (safe) assessment of structural integrity. It should 
also be emphasized that this level of application of fracture mechanics was reached not 
only through this detailed investigation, but also through preceding intensive develop-
ment of fracture mechanics as a scientific discipline. 

It is thus obvious that the fundamental change that fracture mechanics has brought into 
engineering practice is the recognition of the fact that existence of cracks and similar 
defects cannot be avoided, and that their effects on structural integrity should be analysed. 
The basic role of fracture mechanics is to mathematically connect three variables (stress, 
defect dimensions, and fracture toughness), as shown in Fig. 1, which enables evaluation 
of the third, based on two known variables. For example, if the stress is known, based on 
loading and structural geometry, and the fracture toughness of the material of the struc-
ture based on tests, then one can define critical defect size. In practice, it also frequently 
happens that methods of non-destructive tests (NDT) reveal a crack or a similar defect in 
a structure, for which critical stress is subsequently defined, based on known fracture 
toughness of the material, or either the minimal fracture toughness of the material is 
subsequently defined based on the stress state of a structure. This concept can be applied 
already in the phase of structural design, if one assumes existence of cracks, dimensions 
of which correspond to the sensitivity of the NDT equipment. 

The methodology of application of fracture mechanics depends on available data of 
material properties, effects of surrounding media and external loading of a structure. In 
case of static loading, one should recognize the material behaviour described as linear 
elastic (‘relatively small-scale yielding’) from the behaviour of the material whose plastic 
properties should not be neglected. In the first case, linear elastic fracture mechanics 
(LEFM) is applied, while in the second case, depending on the form of plastic yielding, 
various methods of elastic plastic fracture mechanics (EPFM) are applied. In case of 
dynamic loading, one should also recognise linear elastic from elastic plastic behaviour of 
the material, where the fatigue is of particular significance as a typical mechanism of 
crack growth under cyclic external loading. Finally, ambient effects could be crucial, due 
to elevated temperatures or corrosion. 

1. APPLICATION OF LINEAR ELASTIC FRACTURE MECHANICS 

The application of LEFM is based on the stress intensity factor, KI, which on one hand 
represents loading and structural geometry, including crack dimensions, and on the other, 
its critical value, KIc, represents the material property. Based on this interpretation of 
LEFM parameters and Griffith’s energy criterion, one can establish simple dependencies 
for the assessment of structural integrity. 

KI ≤ KIc – structural integrity is not threatening, (1a) 
KI > KIc – structural integrity is threatening due to possibility of brittle fracture (1b) 



 

2. APPLICATION OF ELASTIC-PLASTIC FRACTURE MECHANICS 

There are few ways to take into account material plasticity in assessment of structural 
integrity, all of which are based on application of crack tip opening displacement or J 
integral, as appropriate parameters of elastic-plastic fracture mechanics. Crack tip 
opening displacement (CTOD), although without clear theoretical base, has a wide practi-
cal application, mainly due to the simplicity of determination. On the other hand, the J 
integral requires a more complex procedure for determination, but as an energy parameter 
based on fundamental laws of continuum mechanics has equally important practical 
application. 

2.1. Designed CTOD curve 

Using theoretical hypothesis of Wells [7] on linear dependence of CTOD vs. remote 
strain (stress) in a zone of large-scale yielding (LSY), as well as on the dependence of 
critical value of CTOD (δcrit) vs. strain in the fracture of wide plates with two-edge cracks 
(εf), obtained by analysis under conditions of relatively small-scale yielding (SSY), 
Burdekin and Stone have defined the non-dimensional parameter Φ [17]: 
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where εy – yield strain. Graphical presentation of designed CTOD curve, Fig. 2, enables 
its simple application. Namely, if for a certain structure, a point located above the 
projected curve is obtained, it is considered to be fracture-free, as ε ≤ εf and δ > δc. In that 
case computation of the ordinate of that point is based on material data (δc, εy) and crack 
length (a), and the abscissa of the point is computed according to external loading 
reduced to deformation: 

[ ]1 ( )t m bk P P S
E

ε = + +  (3) 

where Pm and Pb are primary membrane- and bending stresses, increased by stress con-
centration coefficient, kt. S is a secondary (residual or thermal) stress, and E, the elasticity 
modulus. 

  

Φ

εf/εy

Figure 2. Designed CTOD curve 
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2.2 Failure analysis diagram 

Structures made of ductile materials are less susceptible to brittle fracture, and there-
fore may fracture by plastic collapse. The mechanism of plastic collapse is not covered by 
designed CTOD curve, so its analysis requires a more general, two-parameter approach, 
realized through the Failure Analysis Diagram (FAD). This diagram represents the 
boundary curve, constructed according to the modified model of a yielding track for a 
passing-through crack on an infinite plate, [18]: 
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where KI = σ√πa, Keff was introduced instead of δ (Keff
2 = δσYE), and yield stress σY was 

replaced by plastic collapse stress σc as a more convenient yield criterion for actual struc-
tures. As a final step, non-dimensional variables Sr = σ/σc and Kr = KI/KIc are defined, 
where it is supposed that Keff equals to the fracture toughness of the material, so that 
Eq. (4) becomes: 
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If the material is completely ductile, the structure fails due to plastic collapse at Sr = 1, 
while for fracture of a completely brittle material Kr = 1. In all other cases there is an 
interaction between plastic collapse and brittle fracture, so that Kr and Sr are less than 1, 
and the pairs of corresponding values make a boundary curve, Fig. 3. 

 
Figure 3. Failure analysis diagram 

Stresses necessary for determination of Kr and Sr are divided as on the design CTOD 
curve, into primary and secondary ones, and in determining Sr only the primary stresses 
are taken into account, as the secondary stresses do not affect structural collapse. 

It should be mentioned that the application of FAD is not limited to K, also J or δ can 
be placed on the ordinate, as well as the numerous modifications of this diagram such as 
‘level III’ expanding the zone of plastic yield collapse, or ‘level I’ which simplifies it, as 
defined in Procedure 6493 [20]. 
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2.3. The PD6493 procedure 

The original PD6493 procedure [19] was based on designed CTOD curve. This meth-
odology had a few disadvantages: e.g. the equation for crack growth driving force was 
mainly empirical and had varying level of conservative approach. Corrected equations for 
the crack growth force became available with R6 and EPRI procedures, while the pro-
jected CTOD curve was already widely applied. Thus in 1991, the PD6493 was modified 
[20], so that previous solutions remained (in level I), while simultaneously, improvements 
were introduced (levels II and III). What all three levels of PD6493 have in common is 
the method of determination of stress state and crack size. The latest version from the 
year 1999 is BS 7910:1999, Guidance on methods for assessing the acceptability of flaws 
in metallic structures (incorporating Amendment 1). 
2.3.1. Crack size 

In order to be able to analyze a crack, one should present it in some of the forms for 
which analytical solutions do exist. Cracks are divided into passing-through and partially-
passing, the latter being divided into surface and hidden types, Fig. 4. If there are more 
cracks, the increase of stress intensity factor should be taken into account, while at very 
close distances the cracks join into a single one, Fig. 5. The procedure of crack analysis 
also includes its projection in the plane normal to the direction of main stress, and the 
description of a rectangle, the dimensions of which are taken as its basic dimensions. 

a) b) c)  
Figure 4. Cracks: a) passing through, b) partially passing hidden crack, 

c) partially passing surface crack  

a) b) c)  
Figure 5. Reduction of cracks to one: a) 2 surface cracks, b) 2 hidden cracks, c) 1 hidden, 1 surface 
b < c1 + c2 ⇒ a = max(a1, a2) b ≤ a1 + a2 ⇒ a = a1 + a2 + b/2 b ≤ a1 + a2 ⇒ a = 2a1 + a2 + b 

2c = 2(c1 + c2) + b  2c = max(2c1, 2c2)  2c = max(2c1, 2c2) 

2.3.2. Stress state 
In considering the stress state on the location of a crack, the following stresses (the 

sum of which makes representative total stress) are taken into account, Fig. 6: 
– membranous stress, Pm, as a component of uniformly distributed primary stress; 
– bending stress, Pb, as a component of primary stress, varying across section thickness; 
– secondary stress, Q, as a self-balancing stress, e.g. thermal and residual stresses; 
– stress increase, F, on locations of local discontinuities (irregular shape or non-axiality). 

Analytical solutions for plates and cylinders with a partially-passing surface crack 
correspond to linear distribution of stresses across the thickness on which tensile and 
bending stresses are defined as Pm = (Pmin + Pmax)/2 and Pb = (Pmin – Pmax)/2, where Pmin 
and Pmax are minimal and maximal stresses in the section, Fig. 6a. Care should be taken 
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not only about the stress distribution, but also about the division of loading into primary 
and secondary loading. Primary stresses mainly occur due to exterior loading and 
moments, while secondary stresses are most frequently the result of effects of non-
uniform heating and cooling, e.g. welding–induced stresses that are localized and self–
balancing. Unlike secondary ones, primary stresses may lead to yield fracture, if suffi-
ciently strong. Secondary stresses contribute to fracture, if tensile, with sufficiently high 
values and close to a crack. 

               

Pmax

Pmin

a) primary,      b) secondary,   c) irregular distribution, d) non-axiality,        e) total stress 
Figure 6. Schematic presentation of stress distribution across the section 

3. EXAMPLES OF STRUCTURAL INTEGRITY ASSESSMENT 

3.1. Pressure vessels at hydroelectric power plant ‘Bajina Bašta’ 

This example is a typical problem if regular control of NDT reveals ‘unacceptable’ 
defects according to standard JUS ISO 5817 [12], as was the case with welded joints of 
vessels for compressed air in hydroelectric power plant ‘Bajina Bašta’ [21]. 

Thus, e.g., the vessel No. 970 had two defects marked as ‘unacceptable,’ one of which 
from the photo 970-64 (see Fig. 7), was again ultrasonically examined, which definitely 
confirmed incomplete penetration 60 mm long and 2 mm wide. By defect length, in this 
case, is to be understood the dimension in the direction of welded joint (longitudinal joint, 
photo No.64, near the upper circular seam, Fig. 7), while the width of the defect is its size 
in the direction of weld thickness. This defect was chosen as one of three ‘critical,’ both 
because of dimensions and location. Namely, as far as dimensions are concerned, it was 
the largest defect, and most dangerous because of its location, as it spread near the change 
from cylindrical shell to torus–spherical dish cover, where local bending exists. 

Vessel No.971 had 11 defects marked unacceptable, according to Report No.2/98 of 
Goša Institute, among which defect from Photo No.971-57 was chosen as critical, the 
lack of side wall fusion 10 mm long, located in central circular welded joint (Fig. 7). 
Detailed ultrasonic inspection did not reveal this defect, but it was still taken into account. 

Vessel No.973 had one defect marked as unacceptable. In comparison with defects in 
the two above specified vessels, this one was less dangerous, both in size and location 
(circular welded joint). 

Vessel No.974 had 3 defects marked as unacceptable, according to Report No.5/98 of 
Goša Institute. Visual control showed the three defects were in fact defects in shape, i.e. 
caused by the lack of fusion between two passes, or interpass cold lap. As those three 
defects were located on the circular joint, they were under relatively small influence of 
stress, so that their effect on vessel safety was negligible. Besides, those three defects 
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could have been eliminated by grinding, with small reduction of thickness at the grinding 
area, which had no significant influence on vessel safety [22]. 

Vessel No.976 had 5 defects marked as unacceptable, according to Report No.6/98 of 
Goša Institute, out of which defects from Photos No.24 and No.38 were again, ultrasoni-
cally inspected. Based on additional ultrasonic inspection, it was concluded that two slags 
from Photo No.976-24 were not connected, and that the defect from Photo No.976-38 
was in fact offset or mismatch, i.e. shape defect (507). Having this in mind, as well as the 
size and location of defects found in vessel No.976, it was concluded that all five defects 
in vessel No.976 were less dangerous than those marked “critical” in vessels 970 and 971. 

Vessel No.978 had 5 defects marked as unacceptable, out of which the defect from 
Photo No.35 was additionally ultrasonically inspected. Additional ultrasonic inspection 
showed that dimensions of this defect were not ‘critical’; but incomplete penetration 
No.402, 25 mm long, from Photo No.978-14 was chosen as one of three critical defects, 
although additional ultrasonic inspection failed to register it. The width of this defect, the 
value of 2 mm was adopted that, according to the documentation of vessel No.978, corre-
sponded to the predicted size of the weld metal root, and at the same time was the upper 
sensitivity limit for ultrasonic examination. 

Based on a survey of radiograms with ‘unacceptable’ defects, and on additional ultra-
sonic examination and analysis of the condition of vessels, the defects found in vessels 
No.970 (defect No.970-64), incomplete penetration 60 mm long and 2 mm wide, 978 
(incomplete penetration 978-14, 25 mm long and 2 mm wide), and 971 (lack of side wall 
fusion – 971-57, 10 mm long), Fig. 7. 

 
Figure. 7. Vessels of hydroelectric power plant ‘Bajina Bašta’ – location of main defects 

3.1.1. The analysis of critical defects using the methods of fracture mechanics 
The defects marked as ‘critical’ were analyzed using methods of fracture mechanics, 

by applying conservative approach. Therefore, all three were considered as cracks: 
defects No.970-64 and 978-14 as surface cracks (partially passing through the thickness, 
while defect No.971-57 was considered a line crack (passing through the entire thick-
ness). In this way an extremely conservative assessment was adopted for defect 971-57, 
in order to check the behaviour of the vessel, even in such a case. 

In order to determine stress intensity factors, one should know the external loading 
and geometry. Fracture toughness in this case could not have been determined and 
conservative assessment of its value was used instead. Care was also taken for the possi-
bility of corrosion and fatigue, as well as of effects of residual stresses and the vicinity of 
dish cover, or openings. The analysis of ‘critical’ defects is given herein. 

The data, essential for the analysis of defect No.970-64 are as follows: 
– vessel geometry (thickness t = 50 mm, mean diameter D = 2150 mm); 
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– material of vessel cylindrical shell: NIOVAL 50 (low-alloyed steel of increased strength) 
– crack geometry (60 mm long, 2 mm wide, direction–along the weld, location–root of 

longitudinal weld metal, adjacent to the circular weld–dish cover connection, far away 
from the openings); 

– loading (internal pressure) p = 81 bar, residual stress σR = 200 MPa–the highest value – 
transversal to weld, based on experience with similar material and vessel [23]; 

– weld metal fracture toughness is 1580 MPa√mm, as minimum value according to [24]. 
Having in mind the conservative approach in the analysis of critical defects, it has 

been assumed that defect No.970-64 spreads over the entire length of the cylindrical part 
of vessel. In that case, the problem is observed in the section transversal to longitudinal 
direction of vessel, Fig. 8, where the influence of the curve is negligible (justifiable for 
50 mm thickness and diameter of 2150 mm). The crack dimension, defined as 60 mm 
length exists no more in the analysis and the dimension so far defined as width becomes 
the length (2 mm). Thus the problem is reduced to a tensile plate, the dimensions of 
which are significantly larger than the crack length, where non-symmetry caused by the 
location of crack is neglected (the crack centre is 22.5 mm away from the lower side of 
the plate, and 27.5 mm away from its upper side). The idea of such a conservative 
approach is to prove in the simplest way that structural integrity is not threatened. 

 
Figure 8. Section scheme in which crack No.970-64 is analyzed 

If we assume that the remote stress is a sum of circumferential stress induced by 
internal pressure (‘boiler formula’) and cross-sectional residual stress in the middle of a 
weld, the following is obtained for the stress intensity factor: 

I
8.1 1075 200 663 MPa mm

50R
pRK a
t

σ π π⋅⎛ ⎞ ⎛ ⎞= + = + =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (6) 

Having in mind that the obtained value of KI is only 42% of a minimal value of KIc 
(1580 MPa√mm), it may be concluded that there is no risk of brittle fracture. This conclu-
sion is also valid even if one assumes the crack length to be twice of the measured (thus 
taking into account measuring inaccuracy), since in that case KI = 937 MPa√mm, which 
is 59% of the minimal value of KIc, still providing sufficient safety against brittle fracture. 

Defect No.978-14 (incomplete penetration, 25 mm long and 2 mm wide, in a circular 
weld connecting the lower dished cover) is presented as a surface crack, but it is assumed 
for this crack too, that it spreads over the entire circumference of the vessel. The data 
essential for analysis (with the same material as in previous analysis) are: 
– vessel geometry (thickness t = 42 mm, mean diameter D = 1958 mm); 
– crack geometry–25 mm long, 2 mm wide, direction–along the weld, location–root of 

circular weld metal connecting the dish cover, far from the openings; 
– loads (internal pressure p = 78 bar, residual stress σR = 200 MPa, same as with defect 

No.970-64). 
In this case the problem is observed in the section transversal to circumferential direc-

tion of the vessel, Fig. 9. The section is presented simplified, since even the part belong-
ing to the dish cover is shown as a plane, justly disregarding curve effects. Moreover, it is 
ignored that the stress in the torus part of the dish cover differs from the stress in a 
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cylindrical part of the vessel, since in the torus area adjacent to the cylindrical part the 
stress is pressure, and not dangerous for crack growth. Thus, non-symmetry in the 
problem, caused by the location of crack is ignored, and same as in the previous case. If 
the sum of longitudinal stress, caused by internal pressure (‘boiler formula’), and trans-
versal residual stress in the centre of the seam is assumed to be the remote stress, than the 
following is obtained for stress intensity factor: 

I
7.8 979 200 515 MPa mm

2 84R
pRK a

t
σ π π⋅⎛ ⎞ ⎛ ⎞= + = + =⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
 (7) 

which is 32% of the critical value (KIc = 1580 MPa√mm), and does not threat the vessel. 
For twice this crack length, KI = 728 MPa√mm = 45%KIc is obtained. 

 
Figure 9. Section scheme in which crack No.978-14 is analyzed 

Defect No.971-57 (lack of penetration, 10 mm long, in a circular weld at the middle of 
the vessel) has from the very beginning been presented as a passing-through crack, as the 
other dimension remains unknown. The data important for the analysis are as follows: 
– pressure geometry (thickness t = 50 mm, mean diameter D = 2075 mm); 
– crack geometry (10 mm long, direction–along seam, location–circular weld metal in 

the middle of the vessel, far from the openings; 
– loads–internal pressure p = 81 bar, residual stress σR = 175 MPa – transversal to weld, 

away from weld centre, based on experience with similar material and vessel [22]. 
As in the previous case, the problem is presented by a plate under tension, not in the 

cross section, but as a “separate” part of the cylinder, Fig. 10. If the remote stress is 
assumed as a sum of the longitudinal, pressure induced stress (“boiler formula”), and the 
transversal residual stress, away from the weld centre, the stress intensity factor is: 

I
8.1 1075 175 5 1039 MPa mm

2 100R
pRK a

t
σ π π⋅⎛ ⎞ ⎛ ⎞= + = + =⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
 (8) 

which is 66% of critical value (KIc = 1580 MPa√mm) and does not threat the vessel. Even 
if one assumes twice the crack length, the stress intensity factor (KI = 1465 MPa√mm for 
2a = 20 mm) remains below critical value (92%). 

 
Figure 10. Cylindrical part scheme in which crack No.971-57 is analyzed 

Further analysis includes plastic material behaviour, i.e. the application of FAD. In 
that case the KR parameter has already been defined: 0.59 for defect No.978-14 and 0.92 
for defect No.971-57. For evaluation of the SR parameter, one should define the stress in 
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the net section from primary loading (internal pressure), while the secondary stress is not 
taken into account [25]. 

Net section stress for defect No.970-64 is σn = 1.08pR/t, where the 1.08 factor takes 
into account the weakening of the 50 mm section thickness due from a 4 mm long crack, 
so that the following is obtained: 

( ) ( )1.08 1.08 8.1 10752 2 500 650 0.33
50

n
R eH M

F

pRS R R
t

σ
σ

⋅ ⋅⎛ ⎞ ⎛ ⎞= = + = + =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (9) 

where data for ReH and RM were taken from the project documentation for base metal (for 
weld metal they do not differ much). Effects of the vicinity of the dish cover have been 
ignored, as the discontinuity occurring causes significant change of stress in a torus part 
of the dish cover, but not in the cylindrical part [18]. 

The stress in net section of defect No.978-14 is σn = 1.05pR/2t = 95 MPa, with the 
section weakening coefficient of 1.05 (the 2 mm long crack for thickness of 42 mm), so 
that the following is obtained: 

95 0.17
575

n
R

F
S σ

σ
= = =  (10) 

The influence of the vicinity of the dish cover is again taken to be negligible [18]. 
The net section stress for defect No.971-57 is σn = 1.05pR/2t = 87 MPa, where section 

weakening coefficient is not taken into account as its influence is negligible, so that the 
following is obtained: 

87 0.15
575

n
R

F
S σ

σ
= = =  (11) 

Based on values obtained for KI/KIc and σn/σF, the points (0.33; 0.59), (0.17; 0.45), 
and (0.15; 0.92) are plotted in the failure analysis diagram (FAD), all located in the safe 
part of the diagram, Fig. 11. 

  Sr 

Figure 11. Failure analysis diagram for damaged vessels 
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Having in mind the conservatism of this analysis in all its aspects, it may be concluded 
that the vessels are safe not only from brittle fracture, but from the plastic collapse, too. It 
is essential to note that the FAD enables simple analysis of the integrity that may reliably 



 

establish whether a component is fracture-safe or not, on condition that the geometry and 
loading are presented in a conservative way. On the other hand, if the integrity cannot be 
proved, this does not mean that the component is useless, but that additional, more 
complex analyses are necessary. 

3.2. The pipeline at hydroelectric power plant ‘Perućica’ 

During the period from 1995 to 1996 the pipeline was subjected to inspection a few 
times, using various methods of non-destructive testing which, among others, revealed 
longitudinal defects (cracks) in longitudinal welded joints II and III, where bent sheet 
pieces were inserted on the part of increased thickness (50 mm), Fig. 12a. Having in mind 
the dimensions of cracks, the crack in the joint III, Fig. 12b, was taken for analysis, as 
more dangerous. 
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a)  

b) c)  
Figure 12. Detail of the pipeline (a) with cracks in joints II (b), and III (c) 

The crack III is presented as a surface crack, partially passing through weld thickness. 
The data relevant to the analysis are: 
– pipeline geometry (thickness t = 50 mm, diameter D = 1200 mm); 
– material of the vessel cylindrical part – CRN 460 (NIOVAL 47, low-alloyed steel of 

increased strength); 
– crack size (450 mm long, 0–30 mm deep, direction–along weld, location–fusion zone); 
– loading (internal pressure p = 6 MPa, circumferential stress σt = pR/t = 144 MPa, resid-

ual stress σR = 200 MPa – maximum value–transversal to weld; 
– weld metal fracture toughness, i.e. of heat affected zone (HAZ), minimum value 

1580 MPa√mm (50 MPa√m), and based on experience with the similar base metal. 



 

Considering the conservative approach in the analysis of critical failures, crack III is 
assumed to have 30 mm depth over the entire observed length. In this case the problem 
should be considered in the section oriented transversally to the longitudinal direction of 
the vessel, where the curvature effect is ignored and quite justifiable for 50 mm thickness 
and 2400 mm diameter. The analysis becomes two-dimensional (plain strain) and the 
problem is considered as a plate under tension with an edge crack. If the remote stress is 
assumed to be the sum of circumferential stress induced by internal pressure (‘boiler for-
mula’) and the residual stress in the weld centre, the stress intensity factor is as follows: 

I
6 12001.12 1.12 200 30 3741 MPa mm

50R
pRK a
t
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 (12) 

In case that the residual-stress effects are ignored, the following is obtained: 

I
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pRK a
t

π π⋅⎛ ⎞ ⎛ ⎞= = =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (13) 

which is close to brittle fracture (ratio KI/KIc = 0.99 shows there is practically no reserve 
regarding the risk of brittle fracture, not even if residual stresses are ignored. In the net 
section stress σn = 2.5pR/t + σR, where factor 2.5 is taken into account because of section 
weakening from a 30 mm long crack in 50 mm thickness. Thus, the following is obtained: 
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500 650
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Based on values obtained for KI/KIc and σn/σF, it is obvious that the point (0.99; 0.97) 
is located deeply within the unsafe region, Fig. 13. 

Kr

  Sr 

Figure 13. Failure Analysis Diagram (FAD) for the considered pipeline crack 

The calculation of stress state using the finite element method (FEM) is made based 
on the model shown in Fig. 14 (a quarter of inserted pipe). The results of analysis pre-
sented in Tab. 1 show that the collar decreases stresses from 144 MPa to 80 MPa, in the 
region of pipe parts 250 mm away from the middle of the collar, which corresponds to the 
location of joints with cracks. However, even with so reduced operating stress, the corre-
sponding point in FAD drops into an unsafe region, as the value for Sr modifies to 0.7, 
while the value of Kr remains unmodified (0.99). However, one should have in mind that 

 384



 

only three-dimensional calculation could accurately determine the stress state of such 
complex geometry, which is certainly less favourable than the one obtained. 

a) b)  
Figure 14. Two isometric views of the FE model, (a) and (b) 

Table 4. Stresses at characteristic points along the bifurcation axis – with upper plate on the collar 
distance from 
collar centre 

σx
m

(MPa) 
σy

m

(MPa) 
τxy

m

(MPa) 
σx

s

(MPa) 
σy

s

(MPa) 
a (350 mm) 136.2 95.4 0 1.8 5.4 
b (250 mm) 95.4 79.8 0 –23.4 –78.6 
c (100 mm) 75 69.6 0 –12.6 –42 
d (0 mm) 72 69.6 0 –0.6 –1.8 

σx
m–longitudinal normal membranous stress; σy

m–circumferential normal membranous 
stress, τxy

m–tangential membranous stress, σx
s–longitudinal normal bending stress, σy

s–
circumferential normal bending stress 

CONCLUSION 

Structural integrity is a relatively new scientific and engineering discipline, which 
includes state analysis and diagnostics of the behaviour and weakening, and life time 
assessment and revitalization of structures [26]. It means that, besides common situations in 
which structural integrity should be accessed when non-destructive testing detects a defect, 
this discipline also includes stress-state analysis of crack-free structures, mostly by the finite 
element method. In that way an accurate and detailed distribution of displacements, strains, 
and stresses is obtained, making it possible to establish the ‘weak’ points in a structure, 
even before a crack appears. This approach is very important for structures exposed to 
operating conditions typical for crack initiation, such as fatigue, creep, and corrosion. 
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